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Abstract

Keywords: Pix4Dmapper, PhotoScan, Change detection, Georeferencing, Accuracy eval-

uation.

In the last years Digital Terrain Models (DTMs) created with Structure from Motion-
Multi-View Stereo (SfM-MVS) have been widely used in the field of geomorphology. So
far, little attention has been paid to the distribution and number of Ground Control
Points (GCPs) for georeferencing the model in a longish research area. Therefore, the
aim of this study is to test three different distributions and three different numbers of
GCPs using two commercial software programmes (Agisoft PhotoScan and Pix4Dmapper)
in a mountain stream environment (Qva dal Fuorn) in Switzerland. For the evaluation
of the GCP settings, DTMs of Difference (DoDs) and two error metrics (Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE)) were deployed. For the software
comparison a number of aspects have been taken into account, namely he user friend-
liness, the processing time, the model quality and the software pricing. It was found
that the best model quality is achieved when using the highest number of GCPs—in this
case 42 —spread equally over the study area. Here for both programmes a low RMSE
of 0.05m and a low MAE of 0.03m for Pix4Dmapper and 0.04 m for PhotoScan could
be reached. The software comparison showed that neither software is clearly superior
over the other. Pix4Dmapper is slightly better in terms of accuracy and user-friendliness,
whereas PhotoScan runs more stable while processing and has a more attractive pricing

system, especially for research.

One field where SEIM-MVS DTMs are used is for geomorphic change detection. Due to a
heavy thunderstorm in the summer of 2017 the stream bed of the Ova dal Fuorn experi-
enced severe changes. Therefore, in a second step the best created DTM was compared
via a DoD with a Light Detection and Ranging (LiDAR) DTM from the year 2009 to
detect and quantify the changes. To be able to classify the changes and to be able to
take a look at the temporal development, the 2009 DTM was compared with a LiDAR
DTMs from 2003. Via the DoDs, the areas where changes occurred were located and their
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volume in cubic metre was calculated. The results showed that the changes between 2009
and 2018 were more severe than between 2003 and 2009 and can most likely be linked to
the 2017 event.

Zusammenfassung

Schlagworte: Pix4Dmapper, PhotoScan, Veranderungsanalyse, Georeferenzierung, Ge-

nauigkeitsanalyse.

In letzter Zeit werden immer haufiger mit StIM-MVS erstellte digitale Gelindemodelle
(DGMs) zur Beantwortung von geomorphologischen Fragestellungen genutzt. Dabei wur-
de bisher selten die Anzahl und Verteilung von GCPs zur Georeferenzierung des Modelles
in einem langlichen Untersuchungsgebiet genauer untersucht. Das Ziel dieser Arbeit ist
es daher, drei unterschiedliche Zahlen und drei Verteilungen von GCPs mithilfe von zwei
kommerziellen Programmen (Agisoft PhotoScan und Pix4Dmapper) in einem Bergfluss in
der Schweiz (Ova dal Fuorn) zu vergleichen. Zur Evaluierung der unterschiedlichen GCP
Zusammenstellungen wurden ein DoD und zwei Fehlermafie (RMSE und MAE) heran-
gezogen. Fiir den Vergleich der zwei Programme wurden mehrere Aspekte einbezogen,
namlich die Nutzerfreundlichkeit, die Prozessierungszeit, die spatere Modellqualitat und
die Anschaffungskosten. Es konnte gezeigt werden, dass die beste Modellqualitiat bei ei-
ner hohen Anzahl—in diesem Fall 42—und gleichméafliger Verteilung von GCPs erreicht
werden kann. Fiir diesen Fall konnte ein kleiner RMSE von 0.05m fiir beide Programme
erreicht werden und ein MAE von 0.03m fiir Pix4Dmapper und 0.04m fiir PhotoScan.
Der Vergleich der zwei Programme hat gezeigt, dass keines dem anderen deutlich iiberle-
gen ist. Pix4Dmapper hat leicht bessere Werte in der Modellgenauigkeit, PhotoScan lauft

dafiir stabiler und bietet attraktivere Preise, vor allem fiir die Forschung.

Ein Einsatzfeld, in dem DGMs aus SIM-MVS genutzt werden, ist die Untersuchung von
geomorphologischen Verdnderungen. Als Folge eines schweren Unwetters im Sommer 2017
kam es im Flussbett des Ova dal Fuorn zu grofieren Veranderungen. Daher wurde in einem
zweiten Schritt das beste erstellte DGM herangezogen und mit einem LiDAR DGM von
2009 verglichen, um die Veranderungen festzustellen und quantifizieren zu kénnen. Um die

Veranderungen einordnen und die zeitliche Entwicklung besser nachvollziehen zu konnen,



wurde das 2009 DGM mit einem weiteren LIDAR DGM aus dem Jahr 2003 verglichen.
Mithilfe der DoDs konnten die Bereiche, in denen es zu Verdnderungen kam, lokalisiert
werden und ihr Volumen in Kubikmeter lief3 sich berechnen. Als Ergebnis zeigte sich, dass
die Verdanderungen zwischen 2009 und 2018 deutlich gréfer waren als die zwischen 2003

und 2009 und am wahrscheinlichsten auf das Unwetter 2017 zurtickzufithren sind.
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1 Introduction

In the light of climate change it is most likely that geomorphologically damaging events
(e.g. flash floods or debris flows) will be more frequent and more severe (Harb et al.,
2013). To reach a better understanding of earth surface processes like those mentioned
but also in general, multi-time high resolution Digital Terrain Models (DTMs) can play
a major role (Chandler et al., 2002; Mali and Kuiry, 2018). In recent years more and
more studies have used therefore DTMs created with the method Structure from Motion-
Multi-View Stereo (SfM-MVS) out of areal photos (cf. Agiiera-Vega et al., 2017; Dietrich,
2016; van Iersel et al., 2018) and especially physical geographers have been quick in imple-
menting SIM-MVS (Smith et al., 2016). SIM-MVS is a inexpensive, non-time-consuming
photogrammetric method, which requires little expertise compared to other methods that
procure DTMs (Smith et al., 2016).

Although the workflow has a high degree of automation (Mancini et al., 2013), a lot
of parameters can be modified influencing the results. So far the default options are
neither often changed, nor if changed reported (Smith et al., 2016). One particularly
important parameter is the number and distribution of Ground Control Points (GCPs)
used when georeferencing the model (Martinez-Carricondo et al., 2018). Initial research in
this domain was for example done by Tahar (2013), who found that for equally distributed
GCPs the best results were reached with the highest number of GCPs (in this case eight
and nine). More recent works were carried out by Agiiera-Vega et al. (2017) or Martinez-
Carricondo et al. (2018). The first mentioned tested nine different amounts of GCPs
(between 4 and 20) each in five different arrangements. They came to the result that 15
GCPs lead to the same results as 20 GCPs in terms of accuracy and therefore preferred 15
over 20 to save time during the acquisition. The latter mentioned found that for between
4 and 36 GCPs in different distributions best results—up to a certain amount of GCPs—
are reached when using a higher number and when placing them at the edges but also
inside the study area. The few works that investigated the amount and distribution of
GCPs so far including the ones mentioned, however deal with a relatively squared research

area, a shape rarely found when investigating rivers/streams in narrow mountain valleys.



In addition to the broad range of settings available, there is a number of commercial
and non-commercial software to process the SEM-MVS workflow (Carrivick et al., 2016).
Whereas some studies compare the performance of non-commercial approaches among
themselves (Stumpf et al., 2015; Micheletti et al., 2015) or between commercial and non-
commercial software (Jaud et al., 2016; Mali and Kuiry, 2018; Ouédraogo et al., 2014),
few research has been conducted on a comparison between two commercial software pro-
grammes. To reduce the uncertainty concerning the ideal GCP setting for the investi-
gation of rivers/streams in narrow mountain valleys and concerning the question which

commercial software to use, two hypotheses will be tested:

Hypothesis 1:
Due to its widely use in geomorphology (Cook, 2017) it is assumed that Agisoft’s
software PhotoScan is superior over the software Pix4Dmapper when taking the

pricing, the user friendliness and the performance into account.

Hypothesis 2:

Transferred from a squared to a longish research area best results are obtained when
placing the GCPs at the edges and inside the study area and when a higher number
of GCPs are used.

One surface process where DTMs of rivers/streams are used is the investigation of channel
topography changes (cf. Blasone et al., 2014; Rascher and Sass, 2017). Detailed knowl-
edge about the channel topography is not only important from an ecological perspective
as the topography is important for the habitats (Lane, 2000), but identifying the magni-
tude and structure behind changes also helps to understand the underlying drivers and
processes (James and Robson, 2012). Major changes can often be observed after sever
rainfall events (Sass et al., 2015). One big event—a heavy thunderstorm—took place in
the Swiss National Park (SNP) in 2017 when during three days 70 per cent of the long-
term average precipitation for June, respectively 61.4 mm, were recorded (28—30.06.2017)
(ENPK, 2017, MeteoSchweiz (2018a)). During the event a bridge crossing the Ova val
dal Ftur was flushed away and the small tributary dammed the bigger Ova dal Fuorn at
its confluence (ENPK, 2017). So far the changes in the streambed of the Ova dal Fuorn
triggered by the thunderstorm have be granted little attention and have not been closer
investigated. Hence, in a second step the by this work created DTM is compared with
a Light Detection and Ranging (LiDAR) DTM from 2009 and one from 2003 with 2009
to access the changes in the streambed topography in the period 2003 -2018. The two
hypotheses will be verified.



Hypothesis 3:

The 2017 event had a major impact on the channel topography of the Ova dal
Fuorn and thus changes during the period 2009 -2018 are more sever than during
2003 —20009.

Hypothesis 4:
DTMs derived from SfIM-MVS can be used to perform change detection analyses.

To answer the four presented hypotheses, areal photos of a mountain stream in Switzerland
were taken and with different GCP settings in PhotoScan as well as in Pix4Dmapper
processed into two DTMs. For this purpose both programmes use the method StM-MVS
and it was evaluated how well both perform. With the resulting DTM and earlier DTMs
of the region, the change in time was calculated by subtracting the DTMs from each
other. The found changes were finally analysed and tried to be connected to the 2017

rainfall event.






2 Methods

2.1 Study area

The study area is a 2km long section of the mountain stream Ova dal Furon in the SNP
in the east of Switzerland’s Canton of Grisons. The investigated section lies between
the Hotel II Fuorn (1790m a.s.l., EPSG2056: 2'812°087, 1'171°849) and the customs
station Punt dal Gall (1700 m a.s.l. EPSG 2056: 2°810°540, 1’170’669). Hence, the stream
overcomes in the section a vertical distance of 90 m and around halfway the Ova da Val

Ftur enters (cf. figure 1).

Figure 1: Confluence Ova da Val Ftur/Ova dal Fuorn (photo taken by Daniel Thiex)

The Ova dal Furon is a small near-natural mountain stream with a total length of about
14km and a catchment area of 57.6km? (geo.admin.ch, 2019). The main type of rock
found within the catchment is dolomite (Haller et al., 2014), which provides the Ova dal
Fuorn with a lot of sediment because of its brittle structure (Rascher and Sass, 2017).
The climate in the area—measured at the nearest climate station Buffalora 5km further
upstream on 1968 m a.s.l. —is characterized by cold winters (mean temperature in January
-9.2°C) when most of the precipitation comes as snow and relatively wet summers (around

300 mm between June and August) (cf. figure 2). The annual average mean temperature



for the reference period 1980—-2010 is 0.7°C and the annual mean precipitation 793 mm
(MeteoSchweiz, 2018b).

Buffalora
2:816494/1°170225 (EPSG: 2056)
1968 m a. s. L.
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Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
B Precipitation [mm] 34 28 40 52 83 87 107 106 75 75 66 @ 42
== Temperature °C]  -9,2 -84 -44 -04 48 84 10,7 10,3 6,6 2,2 -41 -84

Figure 2: Climate chart Buffalora, long-term average 1980 —2010 (own depiction based on
MeteoSchweiz (2018b))

The research object within the research area is the approximately 7.5 ha big bed of the
stream. The streambed was chosen because orthofotos revealed that due to the dense
tree cover no bigger elevation changes had occurred beyond the stream bed in the last
20 years and because the terrain height is not detectable for the SfM-MVS method in
densely vegetated areas (Fonstad et al., 2013).

Therefore, the models created and used in this work represent the actual, natural ground

surface in the research object and are referred to as DTMs.

This clear delineation towards similar or sometimes synonymously used terms e.g. DEM
is really important, since terms are not always employed identically across countries and
especially the terms DEM and DTM are often erroneously used interchangeably (Li et al.,
2005).



2.2 Data acquisition

This work uses three DTMs, of which two are LIDAR DTMs from the inventory of the
SNP and one is the result of the SIM-MVS approach executed on the aerial photographs.
The aerial photographs together with the GCPs were acquired during a 3.5 day field
campaign. The first day in the beginning of June 2018 was used for an initial inspection
of the stream, identifying the section that later was recorded and investigated. The actual
data acquisition took place in the middle of August 2018. During 2.5 days all GCPs were

placed, measured and removed as well as all aerial photos taken.

For the visual interpretation and the stream delineation SWISSIMAGE orthofotos for
2003 and 2009 and the SfM-MVS orthofoto for 2018 were used. The SfM-MV'S orthofoto
is one outcome of the modelling approach applied in this work and the SWISSIMAGE
fotos are a part of the data provided by the SNP. For a detailed product information of
SWISSIMAGE it is referred to Bundesamt fiir Landestopografie swisstopo (2010).

2.2.1 DTM from LiDAR

The two LiDAR DTMs are out of the inventory of the SNP and cover the year 2003
and 2009. The one from 2003 was commissioned by the swisstopo—the Federal Office
of Topography —within the scope of swissALTI?®. SwissALTI? is the nationwide high
resolution DTM for Switzerland and for the year 2003 in our study area it has a resolution
of 2m with an accuracy of £0.5m standard deviation (Bundesamt fiir Landestopografie
swisstopo, 2012). The 2009 DTM was ordered by the SNP and has been created by
BSF Swissphoto. It comes with a 1m resolution and an accuracy of £0.06 m standard
deviation (BSF Swissphoto AG/SPM/DET, 2009).

2.2.2 Aerial photos

Prior to the photo acquisition the segment was divided into seven subsegments. Thus,
one subsegment could be covered within one drone flight, respectively with one battery.
The planning of the subsegments and the flights including the flight path was done in the
drone corresponding software AscTec Navigator, which was later also used to assign each

picture its correct geolocation.

The drone used to capture the aerial photos was a Falcon 8 mounted with a Sony Alpha

NEX-7 camera. Further specifications of the drone are displayed in table 1.



Table 1: Specifications Falcon 8 (adapted from Mancini et al. (2013) based on Ascending
Technologies GmbH (2015))

Manufacturer Ascending Technologies (Intel)
Type V-Form Octocopter
Engine Power 8 Electric Brush-/Sensorless
Dimension and weight 770%820%125 mm, 2.3 kg (max. total take-off weight)

Fight mode Dual (automatic based on waypoints or manual)
Endurance 1220 min.t

Flexible camera Sony Alpha NEX-7 (focal length 27 mm), res.

configurations 6000*6000

! for SNP rather 6 - 12 min. because of the battery age and the elevation

The flight pass showed an 80 per cent overlap in flight direction, which is recommended
by Kaiser et al. (2014), and good practise in the SNP, because it gives enough overlap for
the SEM-MV'S approach, and at the same time allows a decent coverage of the area within
one flight (Westoby et al., 2012). Flight speed was set to 3.5m/s to ensure enough time
between each shot for the camera to process the pictures. This was especially important as
the waypoints —points where the drone shots pictures—had to be placed dense to archive
the 80 per cent overlap. Flight height was set to 50 m above ground (at the start position)
resulting in a GSD of ~1.5 cm (cf. chapter Processing reports). According to Cawood et al.
(2017) choosing a low flight height and a big overlap help to achieve a high precision in the
later model. Flight segment three (part Ova dal Fuorn and Ova da Val Ftur confluence)
was recorded twice as the last flight on the first flight day and as first flight of the second
flight day, to ensure sufficient lighting conditions. A total of 735 photos was acquired.

2.2.3 Ground Control Points

To be able to georeference and validate the model, but also for the correction and valida-
tion of the camera alignment (cf. chapter 2.3.2 DTMs from aerial photos using STM-MVS
and chapter 2.4.2 Error metrics), a total of 66 GCPs in form of 10 by 10 cm big orange
tiles (cf. figure 3) were placed and measured prior to the photo acquisition. The tiles were
distributed evenly over the whole study object, approximately one each 40 m. Measuring
was done using a GeoXR from Trimble with an external antenna (Zephyr 2). To achieve
better results, the mean of at least 20 measurements over 20— 35 seconds was taken (Fon-
stad et al., 2013). Except for two points all points could be measured with the Real Time
Kinematic (RTK) fixed solution due to a satellite coverage of 6 — 13 satellites and network

coverage. The points were labelled ascending in order of their acquisition. Point number



Figure 3: Exemplary GCP within the study object (photo taken by Daniel Thiex)

65b and 66 were measured without RTK fixed and later in a post processing corrected.
In total a RMSE of 0.02m for the horizontal accuracy as well as for the vertical accuracy

could be reached.

Out of the 66 points four had to be discarded. These four points were rejected because
they were not captured by any picture (nr. 34), were measured twice (nr. 9 and 10) or
showed an inexplicable error in the processing of 10-fold higher than all other points (nr.
1). The problems with point number one might be explained by a not fully ready Global
Positioning System (GPS) device, as it was the first point measured during the campaign.
To not falsify the results and because the remaining amount of points was still sufficient,
point number one was ignored. The discarded points 9 and 10 were averaged to a new
point 9a. With this new point and minus the four discarded ones a total of 63 points

remained for the georeferencing and the validation.

Of the 63 points 21 were randomly selected and kept back for the validation of the model.
To keep 33.3 per cent of points back for the validation is in the magnitude of other works
that used 37 per cent (Mali and Kuiry, 2018) or 30 to 35 per cent (Javernick et al., 2016).
The remaining 42 points were grouped into four scenarios A, B, C and D (cf. figures 4—7).
Each of the scenarios is having a different amount (42, 21, 21, 11) of GCPs and a varying
distribution (two times uniform (following referred to as uniform), two times in the top,
middle and bottom part of the study object (following referred to as tmb)). The chosen
distributions were expert based on the basis of James and Robson (2012), who state that a
dispersed distribution with some at the borders of the object minimizes the georeferencing
error. Scenarios B, C, D were all subsamples of A: B being a random selection of A; C
and D a manual of A, so that each had three, respectively six points located in the top

and bottom parts, and five, respectively 10 in the middle part of the study object (cf.



figures 5 — 7).

10



0,6 e 0 015 03 045 06

Kilometers e — i loncters

Figure 4: GCPs of the all scenario (A), 42 reference points (green dots) Figure 5: GCPs of the half uniform scenario (B), 21 reference points
and 21 validation points (blue triangles)(own depiction, data (green dots) and 21 validation points (blue triangles)(own
basis: GPS measurements, SNP SWISSIMAGE 2015) depiction, data basis: GPS measurements, SNP SWISSIM-

AGE 2015)

0,6
Kilometers

0 015 03 045 06
" e [ilometers

Figure 6: GCPs of the half tmb scenario (C), 21 reference points Figure 7: GCPs of the quarter tmb scenario (D), 21 reference points
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AGE 2015) AGE 2015)



2.3 Processing

2.3.1 Pix4Dmapper and PhotoScan

There is a good deal of free and commercial software available to process aerial pho-
tographs. Even though freeware comes with no costs and the algorithms used in the
single steps are more comprehensible only few works solely rely on those (cf. James and
Robson, 2012; Stumpf et al., 2015; Micheletti et al., 2015). This surprises because accord-
ing to Jaud et al. (2016) as well as Mali and Kuiry (2018), who tested freeware against
commercial software, both—free and commerical —show equally good results in means of
accuracy. Still both studies acknowledge commercial software has a better handling of
the dome effect —the effect of having positive errors in the centre of the model decreas-
ing towards the sides where there are negative errors. Others on the other hand expect
the precision to be better in commercial software (James and Robson, 2012; Martinez-
Carricondo et al., 2018) and praise especially PhotoScan to have a user friendly graphical
interface (Javernick et al., 2014) and higher alignment capabilities —compared to freeware
(Kaiser et al., 2014). This discrepancy might find its explanation in the facts that each
study uses a different study area with varying geomorphological features, not the same
specific software settings and that there is so much software available that almost never

exactly the same software packages are compared.

In this work, two commercially available software packages were used to process the
aerial photographs namely Agisoft PhotoScan (Version 1.2.6 build 2834 released on the
20.07.2016), in this work reduced to PhotoScan, and Pix4Dmapper (Version 4.3.31 re-
leased on the 16.10.2018). In tables sometimes Pix4Dmapper is referred to as Pix4D and
PhotoScan as AgiSoft.

The decision to compare those two programmes was based on the facts that these are
the ones mainly applied in science (Pix4Dmapper (Chesley et al., 2017; Eltner et al.,
2014; Ruzgiené et al., 2015); PhotoScan (Cook, 2017; Javernick et al., 2016; Martinez-
Carricondo et al., 2018)), that especially PhotoScan is widely used in the field of Geo-
morphology (Cook, 2017), and that to the authors best knowledge both have not been
compared on their performance in an mountain stream environment yet. A further point
not to be neglected is that these are the two programmes available at the supervising
institutions —with different experience about the performance—and because of that they
could be tested free of the usually incurring costs. The institute of geography in Tiibingen

uses PhotoScan and the SNP uses Pix4Dmapper.
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2.3.2 DTMs from aerial photos using SfM-MVS

The method SfM-MVS used and later described in this work is allocated in the field of
photogrammetry and has its origins in the late 1970s (Ullman, 1979; Westoby et al., 2012).
Strictly speaking it consists of two parts: Structure from Motion (SfM) and Multi-View
Stereo (MVS). SfM was first discussed by Ullman (1979) and deals with a computational
recognition of image elements over time, respectively movement, hence the name SftM
(Ullman, 1979). Once the image elements are recognized the MVS takes place where noise
is filtered and the number of identified image elements is increased (James and Robson,
2012). A good comparison of early MVS algorithms is given by Seitz et al. (2006). Despite
having the MVS approach implemented, some studies only use the term SfM (cf. Eltner
et al., 2014; Martinez-Carricondo et al., 2018). In this work solely SETM-MVS is used to
emphasize that MVS is a main part of the workflow and to stress that not only the StM

part was carried out.

Although the workflow varies slightly between software packages (Carrivick et al., 2016),
it can be summarized into five necessary steps following Chesley et al. (2017):

1) identification of keypoints in single images;

2) matching of identical keypoints amongst images;

3) estimation of the camera position;

4) creation of a point cloud from the oriented images (MVS part);

5) creation and export of the model (DTM, orthomosaic).
These 5 steps are partly an own independent processing task in Pix4Dmapper and Pho-

toScan and partly more of them are implemented in one task.

Figure 8 displays the detailed workflow this work followed for both programmes. Of the
five necessary steps one to three are a part of the first task (Align Photos). Step 4 can
be found in the Build Dense Point Cloud task and step five in the last task Build DTM.
All other tasks executed serve the georeferencing of the model (e.g. Place Markers) or
the quality improvement of the model (e.g. Classifying Dense Cloud Points). The major
difference in the executed workflow is that with Build Mesh and Classifying Dense Cloud
Points PhotoScan has two more individual tasks. In Pix4Dmapper both of these points

are executed as a part of the step 2. Point Cloud and Mesh (cf. figure 8).

Because a good and detailed description of the single steps is given by James and Robson
(2012) or Westoby et al. (2012) and both user manuals (Agisoft, 2018; Pix4D, 2017) are
here very detailed, only settings are mentioned where the default values were changed.
As the detailed settings used in the single steps are rarely included in any paper and

it is therefore, impossible to build upon others experiences, the recommendation of the
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Pix4Dmapper PhotoScan

1. Initial Processing Align Photos
« Align Photos 1

Build Mesh (guided
marker approach)

} |

Place Markers/GCPs Place Markers/GCPs

| |

Optimize Camera
Alignment /
Georeferencing

| |

Build Dense Point

Reoptimize /
Georeferencing

2. Point Cloud and

Mosh Cloud
* Build Dense Point
Cloud l
»  Classify Point ) Classifying Dense
Cloud (automatic) Cloud Points
L \4
3. DSM, Orthomosaic Build DTM

+  Build DTM

Figure 8: Workflow with all processing tasks executed in Pix4Dmapper and PhotoScan
(own depiction based on Agisoft (2018) and Pix4D (2017))

manuals were followed unless mentioned otherwise. For PhotoScan this means in the task
Build Dense Point Cloud the depth filtering was set to mild to make sure small details
were not to be sorted out (Agisoft, 2018). For Pix4Dmapper this means in step two to
enable the point cloud classification, and in step three to disable the contour lines for the
DTM as they were of no interest for the comparison of the DTMs (cf. chapter 3.3 Change
analysis 2003—2018). The settings for the point cloud densification image scale and the
point cloud classification are described in the results as finding the correct ones was part
of this work.

To save processing time while testing the default settings the whole workflow was first

carried out with a small subset of photos. In total —excluding one of the two times acquired
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flight segment 3—636 pictures were used for processing. For segment three the pictures
from the first day were chosen. Compared to the second day the pictures contain fewer
shadows, which minimizes the problem of a moving shadow (Mali and Kuiry, 2018) and
produces better results (Agisoft, 2018).

The calculations for both programmes was performed on the supercomputer of the geog-
raphy institute in Tiibingen, which is equipped with an Intel® Core™i7-980 (3.33 GHz,
6eores/12threats) processor, 48 GB of RAM, a 64-bit operation system (Windows 10)
and a 3GB NVIDIA GeForce GTX 580 graphic card. To save processing time the images
and the results of all calculations were saved on a SSD (Samsung 850 EVO) hard drive
as recommended by the Pix4D support (Pix4D, 2019b).

Because of the long processing time of over 17 hours in PhotoScan for the dense point
cloud these were only calculated for the best GCP setting (cf. chapter 3.1.3 Model quality).
All explicit settings for the two runs—one in Pix4Dmapper and one in PhotoScan—can

be found in the two processing reports in the appendix (cf. chapter Processing reports).

2.3.3 DTMs of Difference

To be able to evaluate the elevation changes over the years the two LIDAR DTMs and the
StM-MVS DTMs were compared. Following the temporal development the 2003 DTM
was compared with the 2009 one and the 2009 DTM with the 2018 one. The comparison
was done via DoDs. DoDs are the result of two DTMs being subtracted from each other.
To be able to subtract the DTMs they need to have the same resolution and processing
extend. Therefore, the 2018 DTM was downsampled to a 1 m resolution and the 2009
to a 2m resolution. The downsampling was done in the latest version of SAGA (7.2.0)
(Conrad et al., 2015) —a free open source Geographic Information System (GIS) software —
using bilinear interpolation. Bilinear interpolation was chosen because it best preserves
accuracy and terrain characteristics (USGS, n.y.). For the 2018 DTM in the change
detection the one created with Pix4D and the GCP all scenario was chosen, as it showed
to have the best model quality (cf. chapter 3.1.3 Model quality)

Before the calculation of each DoD the stream was masked and in all DTMs removed,
leaving for 2003 —2009 an area of 5.52 ha and for 2009 —2018 an area of 5.56 ha. This was
done because in both—LiDAR and SfM-MVS —DTMs running water represents a problem
(Bundesamt fiir Landestopografie swisstopo, 2018; Cook, 2017). On the one hand this
can be explained with the nature of the water absorbing and scattering the incoming light

leading to a lower point density (Fonstad et al., 2013) and on the other hand because for

15



matching points in overlapping pictures there is a high colour, brightness and elevation
variation due to the movement of the water (Javernick et al., 2016). The stream bound-
aries were digitalized using SWISSIMAGE orthofotos (2003 and 2009) and the SfIM-MVS
orthofoto (2018) on a digitizing scale of 1:400. The digitizing, masking and the DoD
calculation using the Raster Calculator tool —a tool that allows to execute mathematical
operations on raster cells—were performed using ArcMap 10.3.1 from ESRI (Environmen-
tal Systems Research Institute, 2015).

To be able to quantify the changes in the DoDs the volume of the change in cubic metre
was calculated. Therefore, the study object was first divided into five approximate equal
sections (I-V). The middle section covers the Ova da Val Ftur/Ova dal Fuorn confluence
and a small part before and afterwards. The segments above and below were divided in
a way that the upper division was placed in the narrowest part and for the lower division
the boundary was set at the part where the river becomes narrower again. Afterwards
all positive, respectively negative values above the DT were added for each DoD (cf.
chapter 2.4.3 DoDs detection threshold).

2.4 Validation

2.4.1 Software comparison

Comparing two software programmes holistically can be a challenge when it comes to
subjective parts such as user friendliness or the quality of the graphical user interface as
these differ between users. To be able to evaluate those parts as objectively as possible
a table including evidence for all positive and negative points found while using each

software was created and used for the validation.

Still the selection of the points remains subjective though expert based, and therefore, a
bigger weight was given to the results of the performance comparison. Here the calculation

time for the single steps and the model quality of the four GCP scenarios were examined.

Because the price of the software also influences the decision which one to buy and finally
use, the price of the software for the different available package options was added to the

comparison.
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2.4.2 Error metrics

In modelling it is important to implement a validation of the model, respectively test its
accuracy (Mali and Kuiry, 2018). Consequently, one can not only be sure there was no
mistake done during the modelling —this is especially important since some main parts of
the SEM-MVS approach are still a black box (Smith et al., 2016) —but it also allows to make
statements about the achieved quality of the model. The validation can be implemented
on various stages of the workflow. Mancini et al. (2013) for example evaluate the point
cloud. For this work it was decided to evaluate the final outcome of the STM-MV'S method,
the DTM. This decision was based on the two LIDAR DTMs only being available as raster
and following Kaiser et al. (2014), who consider rasters a good terrain description and
thus being sufficient for an accuracy assessment. As the DTM produced is used for further

analysis this knowledge allows us to put the results into perspective.

As error metric most works that address the DTM quality solely rely on the RMSE
(Agtiera-Vega et al., 2017; Martinez-Carricondo et al., 2018; Uysal et al., 2015). Follow-
ing Chai and Draxler (2014) the RMSE has its advantages for example not using absolute
values or being good at revealing model performance differences and as it is as output
already implemented in Pix4Dmapper, easy to use. Still using one metric only emphasizes
a certain aspect of the error characteristics and a combination of metrics is always recom-
mended(Chai and Draxler, 2014). Hence, for the evaluation of the model performance of
the four settings in Pix4Dmapper and PhotoScan two metrics were considered: the MAE
recommended by Willmott and Matsuura (2005) and the above mentioned RMSE. The

universal version of both equations is displayed in (a) and (b).

RMSE =

with
n: number of samples
P;: model predictions of the i*" sample

O;: in field measured value for the i*" sample

Adapted to the 21 GCPs (n=21)—those that were kept back for the validation—the X,

Y, and Z coordinates are each deployed for P;, respectively O; to calculate the error of

17



the model in X direction (RMSE,, MAE), Y direction (RMSEy, MAE) and Z direction
(RMSE,, MAE,).

To get the overall error for all three dimensions of the GCPs, the Euclidean distance with
dimension three was applied for the difference between the predicted coordinate and the
coordinate measured with a GPS (Hieber, 2018). For the RMSE the resulting equation
(c) is described in Martinez-Carricondo et al. (2018) and for the MAE (d) it was adopted

accordingly .

P (X — Xapsi)? + Yo — Yapsi)? + (Zai — Zapsi)?
RMSE,,. - FH[( wi = Xopsi)? + (Yo = Yors)® + (Z — Zors:)’]
n

()

i Xui — Xapsi)? + (Yui — Yapsi)? + (Zmi — Zapsi)®
MAEW:z_WKM opsi)® + (i = Yors! + (2 = ZopsPll

n

with
Xwiy Yiri, 2w X, Y and Z coordinates of the i** GCP in the model prediction
Xeapsi, Yorsis Zapsi: X, Y and Z coordinates measured with GPS for the it" GCP

To access the quality of the georeferencing algorithms of both programmes—how well the
software manages to link the model to the real world —the same metrics were further used
on the 41, respectively 21 (2x)/11 georeferencing points after referencing. All statistical

analysis was done using the programming language R (R Core Team, 2018).

2.4.3 DoDs detection threshold

As all input DTMs come with an error and as a DoD is a combination of two DTMs, it is
likely that an DoD contains an error as well. It is important to know the magnitude of the
error to be able to differentiate between actual surface changes and artefacts caused by
the error. In this work the minimum level of detection was applied, a simple but widely
used and accepted method (Williams, 2012). For the minimum level of detection the
combined error for each DoD is calculated using the following equation (e) by Williams
(2012)

(SUDoD = \/(52% + (52% (e)
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with
021: error of the first DTM
029: error of the second DTM

0Upop: combined error of the DoD

Deploying equation (e) to the DTMs results in 6Up,ps of:
e 40.50m for 2009-2003
e 40.08 m for 2018-2009
e +0.07m for the Pix4Dmapper DTM-PhotoScan DTM

These values are taken as a threshold where changes beyond can be reliably accepted.
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3 Results

3.1 Pix4Dmapper versus PhotoScan

3.1.1 Software properties and settings

As displayed in table 2 both Pix4D and Agisoft provide their users with a manual. Offer-
ing 305 pages Pix4D’s manual is two times more extensive than Agisoft (127 pages). The

Table 2: Comparison of noticeable software properties (own findings while executing the
workflow in each programme)

Pix4Dmapper

PhotoScan

Documentation

Handling and
clarity

Workflow
GCP weighting

GCP error export

Point cloud
densification

Point cloud
classification

DTM resolution

305-page manual including a lot
of online references’

straightforward navigation in
model, responsive while
processing, detailed processing
graph
can run fully automated

GCPs identified on a greater
zoom level are given a higher
weight?
table included in the processing
report

failed on original image size
automatic

minimum 5*GSD!

127-page manual with few
online references?

complex navigation in model,
blocked while processing,
simple processing graph

step by step execution
weights all GCPs the same
export as separate table
successfully processed

original image size

manual

GSD?

! PixdD (2017)
2 Agisoft (2018)
3 Pix4D (2019a)

navigation of the model in Pix4Dmapper is intuitive and straightforward as the options
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zoom, pan and turn are all accessible with the mouse without further changes. Beside
that, the programme is responsive while processing. For a good orientation of the current
processing step a detailed processing graph is given. In PhotoScan the navigation of the
model is more complicated compared to Pix4Dmapper because the navigation options is
divided into submenus. Additionally, the programme can not be used while calculations
are being executed. The processing graph in form of a single progress bar and the de-
scription of the current calculation step are kept simple. In both programmes the single
tasks of the workflow can be executed step by step and in addition Pix4Dmapper has a
fully automated option implemented. The automation is also included in Pix4Dmapper
when it comes to the classification of the point cloud. The result of the classification in
Pix4Dmapper for this work was unsatisfying, especially with regard to the area of the
alluvial fan points of the scarps falsely being classified as human objects (turquoise) or
at the sides of the streambank points being erroneously assigned to the group building

(purple) (cf. figure 9). Because in Pix4Dmapper only points from the ground and road

~ Greate

Figure 9: Point Cloud Classification in Pix4Dmapper: true colour model (left), classified
point cloud (right) (screenshot graphical user interface Pix4Dmapper)

surface type are preserved in the DTM (Pix4D, 2019b), the classified point cloud had to
be post corrected. Therefore, all points that were classified as human object or building
where assigned to the class ground. This simple workaround was possible since there were
no anthropogenic features present in the the study object. In PhotoScan the classification
has to be done manually by setting three parameters (maximum angle, maximum distance
and cell size) (cf. table 2). The finding of the best value combination is an elaborate pro-
cess and the settings differ for each study object. For the Ova dal Furon 15 the maximum
angle, 0.5 for the maximum distance and six for the cell size proved to deliver the best
results. Here the scarps and stones were still classified as ground points but deadwood
and trees in the stream bed as object to be removed (cf. figure 10). Higher numbers in
the cell size led to a classification of all points, whereas smaller numbers in the maximum

distance to a wrong classification of the scarps and trees in the stream bed. Increasing
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Figure 10: Point Cloud Classification in PhotoScan: true colour model (left), classified
ground points (brown) (right) (screenshot graphical user interface PhotoScan)

the maximum angle did not show any improvement. In PhotoScan all GCPs chosen for
georeferencing are weighted the same and an export into a separate table is possible. In
Pix4Dmapper pictures where the GCPs were identified on a higher zoom level are taken
into account to a lager degree. A separate export in a table is not possible and the error
is solely printed in the processing report. In PhotoScan the DTM can be exported in the
resolution of the GSD, in Pix4Dmapper the GSD has to be set to a minimum of five times
(cf. table 2).

For the image scale in the point cloud densification step the settings in Pix4Dmapper were
set to the default half image size because with the original image size let to a programme

failure. In PhotoScan the original image size could be successfully processed.

3.1.2 Processing time

In total a processing time of around 7 hours in Pix4Dmapper is to be compared by a
processing time of around 21 hours in PhotoScan. In Pix4Dmapper the point cloud den-
sification and the DTM processing take most of the time with around 2.5 hours each. The
othomosaic generation accounts for about another 2 hours and the point cloud classifica-
tion took another 15 minutes. For PhotoScan the biggest part of the 21 hours are needed
for the dense point cloud calculation (~17 hours), a smaller part for the matching and
alignment (~2 hours) and the DTM processing (~1 hour). The orthomosaic (less than 30

minutes) and the optimization time (17 seconds) contribute an almost negligible part (cf.
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table 3). Despite their mathematical incontestability these numbers have to be treated

with caution and a direct comparison of them is not advisable (cf. 4.1.2 Processing time).

Table 3: Processing times (hh:mm:ss) for both programmes (own depiction, data
basis: processing reports cf. Appendix)

Pix4Dmapper PhotoScan

matching and alignment — 01:46:02

optimization time — 00:00:17

dense point cloud (depth maps, dense cloud) — 17:48:00
point cloud densification 02:43:03 —
point cloud classification 00:15:03 —

DTM processing 02:26:29 00:57:04

Orthomosaic generation 01:49:21 00:25:07

Total 07:13:56 20:56:30

3.1.3 Model quality

In total, for both programmes the RMSE of the georeferencing GCPs as well as the MAE of
the georeferencing GCPs is ranging from 0.01 m to 0.10 m. For all four settings PhotoScan
has an equal or slightly higher error of a few centimetres compared to Pix4dDmapper. The
best referenced model, respectively the smallest error was for both programmes reached
for the setting with 11 GCPs (quarter tmb) and lays in the magnitude of between 0.01 m
and 0.04m. The highest error in Pix4Dmapper is with 0.05m in the all scenario, for
PhotoScan in the half tmb scenario with 0.10m (cf. tables 4 and 5).

Table 4: RMSE [m] of the georeferencing GCPs (own calculations)

Pix4D AgiSoft | PixdD AgiSoft | Pix4D AgiSoft | PixdD AgiSoft
Setting all half uniform half tmb quarter tmb
[GCPs] [42] [21] [21] [11]
RMSE,y, | 0.05 0.05 0.04 0.06 0.04 0.10 0.02 0.04
RMSE, 0.02 0.02 0.02 0.02 0.01 0.03 0.01 0.02
RMSE;, 0.04 0.04 0.03 0.05 0.02 0.04 0.01 0.02
RMSE, 0.02 0.03 0.02 0.03 0.03 0.08 0.01 0.04

The RMSE and the MAE ranges from 0.01 m up to 0.79 m for the validation points. As
already noticed with the georeferencing PhotoScan has also higher errors here compared
to Pix4dDmapper. An exception is the half tmb scenario. Here the RMSE as well as the
MAE are slightly lower than the Pix4dDmapper values. The lowest errors are reached for
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Table 5: MAE [m] of the georeferencing GCPs (own calculations)

Pix4D AgiSoft | PixdD AgiSoft | PixdD AgiSoft | PixdD AgiSoft
Setting all half uniform half tmb quarter tmb
[GCPs]| [42] [21] [21] [11]
MAEy,, | 0.03 0.04 0.03 0.04 0.03 0.07 0.02 0.04
MAE, 0.01 0.02 0.01 0.02 0.01 0.02 0.01 0.01
MAE, 0.02 0.02 0.02 0.03 0.02 0.03 0.01 0.01
MAE, 0.02 0.02 0.02 0.02 0.02 0.06 0.01 0.02

both programmes for the all setting with 42 georeference points, the highest for the quarter
tmb setting with values up to 0.79m. Comparing the half uniform and half tmb settings,
PhotoScan performs slightly better on the half tmb whereas Pix4Dmapper is better in
the half uniform setting. Except in the setting half tmb where the RMSE, accounts for
the biggest part of the overall error, for all other settings the error in Z direction has the

biggest impact in both programmes (cf. tables 6 and 7).

Table 6: RMSE [m] for the 21 validation points (own calculations)

Pix4D AgiSoft | PixdD AgiSoft | Pix4D AgiSoft | PixdD AgiSoft
Setting all half uniform half tmb quarter tmb
[GCPs] [42] [21] [21] [11]
RMSE,y, | 0.05 0.05 0.13 0.16 0.16 0.13 0.50 0.79
RMSE, 0.02 0.02 0.03 0.03 0.12 0.08 0.25 0.08
RMSE;, 0.02 0.03 0.06 0.06 0.07 0.06 0.13 0.18
RMSE, 0.04 0.04 0.11 0.14 0.08 0.09 0.41 0.76

Table 7: MAE [m] for the 21 validation points (own calculations)

Pix4D AgiSoft | PixdD AgiSoft | Pix4D AgiSoft | Pix4D AgiSoft
Setting all half uniform half tmb quarter tmb
[GCPs]| [42] [21] [21] [11]
MAE,,, | 0.04 0.05 0.10 0.12 0.14 0.11 0.36 0.52
MAE, 0.01 0.02 0.02 0.02 0.09 0.05 0.19 0.06
MAE, 0.01 0.02 0.04 0.04 0.05 0.04 0.08 0.12
MAE, 0.03 0.03 0.09 0.10 0.07 0.07 0.27 0.49

Comparing the RMSE,,, and the MAE,y, between georeferencing and validation, table 8
shows that for all the settings both error metrics are in a similar range. For the geo-
referencing this is between 0.03m and 0.05 and for the validation it is between 0.04 m

and 0.05m. Whereas for the georeferening the error only slightly changes with decreasing
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number of GCPs, for the validation points a rise can be observed (cf. table 8).

Table 8: RMSEyy, [m] and MAE,,, [m] for the georeferencing points and for the vali-
dation points (own calculations)

Pix4D  AgiSoft

Pix4D AgiSoft

Pix4D  AgiSoft

Pix4D  AgiSoft

Setting
[GCPs]
RMSE;,,,!
MAE,,,!
RMSE,,,>
MAE,,,>

all

[42]
0.05 0.05
0.03 0.04
0.05 0.05
0.04 0.05

half uniform

[21]
0.04  0.06
0.03  0.04
0.13  0.16
010  0.12

half tmb

[21]
0.10
0.07
0.13
0.11

0.04
0.03
0.16
0.14

quarter tmb

[11]
0.02  0.04
0.02  0.04
050  0.79
036  0.52

I Georeferencing
2 Validation

3.1.4 Software pricing

As displayed in table 9 PhotoScan and Pix4Dmapper sell different packages and subscrip-

tion options. Both offer full functioning trials: Pix4Dmapper for 15 days, PhotoScan for

30 days. Comparing the price the professional edition for PhotoScan is in the standard

version cheaper by 877€ than for Pix4Dmapper. PhotoScan offers an educational version

for usage in science, Pix4Dmapper offers a suitable solution for the usage of the software

in teaching. Where PhotoScan offers a basic version, Pix4Dmapper has the possibility of

a monthly subscription.

The recommended system requirements are for both programmes high. It is advised to

have a CPU with several cores and both programmes are able to draw back on the GPU

for additional processing power. For a smooth processing of 500 pictures 32 GB of RAM
are needed (cf. table 9).
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Table 9: Pricing and system requirements for Pix4Dmapper and PhotoScan (own depic-
tion based on Agisoft LLC (2019) and Pix4D SA (2019))

Pix4Dmapper PhotoScan'
Pricing
Trial 15 days (full function) 30 days (full
function)
Standard Edition (very — 159€, 52€
basic tools, lifetime (educational)
licence)
Professional Edition 3990€, 1500€ (2 devices, professor 3113€, 488€
(lifetime licence) licence), 5000€ (25 devices, (educational)
classroom)
Subscription (per 260€ (2 devices) —
month)
System requirements
CPU quad-core or hexa-core (Intel i7/i9  multi core (3GHz+)
or similar)
able to use the GPU Yes (needs to be compatible with Yes (needs to be
OpenGL) compatible with
OpenGL)
RAM 32 GB (5002000 pictures) 32 GB (500
pictures)

! The price for PhotoScan fluctuates due to the dollar/euro conversion rate.

3.2 DTMs from aerial photos using SfM-MVS

Finally both programmes successfully produced a high resolution DTM with a 7.6 cm pixel
resolution (5*GSD) in Pix4Dmapper and 1.49 cm pixel resolution (GSD) in PhotoScan
(cf. processing reports in the appendix). For both programmes the DTM for the GCP all
scenario is displayed here because it is the one with the lowest error rate (cf. 3.1.3 Model
quality) and the one later used in the change detection analysis. For a better visual
interpretation the shaded relief was underlaid and for PhotoScan the DTM was exported
with a two time GSD resolution to save processing time and to provide an easier handling
in the GIS (cf. figures 11 and 12).
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Figure 11: DTM from SfM-MVS created with Pix4Dmapper, 7.6 cm pixel resolution, all
scenario (own depiction, data basis: Pix4Dmapper DTM, river bank delin-
eation 2018)

Figure 11 shows the DTM created in Pix4dDmapper for the all scenario. The enlargement
displays that the created DTM can be roughly separated into three parts:

o A well represented part where waterlines are recognizable in the area of the stream
bank (1),

o an artefactic one where Pix4dDmapper added area that was not successfully covered
by the SEM-MVS approach (2),

o and one closely above the stream bank where the vegetation was filtered and the

ground surface is displayed but with tree remains as artefacts (3).

Applying the same delineation to the DTM created with PhotoScan (cf. figure 12) one can
recognize a coarser surface in all areas with the waterlines still discernible (1). Contrary
to Pix4Dmapper, PhotoScan in general has a narrower delineation of the reconstructed
area (2 and 4) but has a less strict delineation at the edges of the study area where only
few pictures were available (5). In the range above the stream bank (3) the surface is
coarser than in Pix4Dmapper and there are several patches of areas that could not be

properly reconstructed.

28



[ JRiver bank

Height in m a.s.l.
-1802,33

-1695,08

0 01 0,2
1 Kilometers

Figure 12: DTM from SfM-MVS created with PhotoScan, 2.97 cm pixel resolution, all
scenario (own depiction, data basis: PhotoScan DTM, river bank delineation
2018

Comparing both DTMs via a DoD Figure 13 shows that the most differences occur in
sections II -1V and are up to 1.32m. Taking a closer look at the differences above the DT
of £0.064 m in the enlargements 1 and 2 shows that the changes outside the stream area
are positive. Here PhotoScan calculated higher elevations compared to Pix4Dmapper.
Inside the stream there are mainly negative values, which correspond to higher values
in Pix4Dmapper compared to PhotoScan. In total the differences range from -2.38 m
up to 3.82m. Matching the differences of the DoD with the corresponding orthofoto
the consistent patches outside the stream can be linked to bushes in the stream bed (cf.

enlargements 1 and 2) (cf. figure 13).

The histogram of the DoD PhotoScan-Pix4dDmapper shows that the most differences
between the two DTMs are below the DT, respectively between -0.064 m and 0.064 m.
Above the DT there are more positive than negative values. There are almost no values
below -0.25m and above 0.5m (cf. figure 14).
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Figure 13: DoD PhotoScan-Pix4Dmapper (top) and 2 enlarged extracts (bottom-left)
with corresponding orthofoto (bottom-right), 7.6 cm resolution (own depiction,
data basis: own calculations, river bank and river boundary 2018)
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Figure 14: Histogram of the DoD PhotoScan-Pix4Dmapper [m] (screenshot from the clas-
sification properties of the DoD PhotoScan-Pix4Dmapper in ArcMap)

3.3 Change analysis 2003 -2018

The change map of 2003 and 2009 displayed in figure 15 shows that changes occurred
in all areas of the study object with more changes in the upper wider part (cf. sections
[-1V) than in lower narrower part (cf. section V). Overall, the areas where there is a
net loss of height and correspondingly of material (red and orange) outweigh those few
where material was deposited (green) (cf. figure 15). The total numbers confirm the
visual results. The total erosion is 7694.53 m® whereas the total deposition is more than
22-fold smaller with 343 58 m3. Section III and IV account for most of the deposition with
162.33 m? (cf. section I1T) and 274.26 m® (cf. section IV). The biggest contribution to the
erosion deliver section I with 2252.58 m® and section III with 2457.78 m?® (cf. table 10).

Table 10: Volumetric changes [m?®] between 2003 and 2009 for the single sec-
tions and in total (own calculations)

Section I II 11 v \Y Total

Erosion | -2252.58 | -942.62 | -2457.78 | -1247.36 | -794.19 | -7694.53
Deposition 0.00 6.61 162.33 146.37 28.27 343.58
Net change | -2252.58 | -936.01 | -2295.45 | -1100.99 | -765.92 | -7 350.95

Taking a closer look at the map two kinds of loss can be distinguished within the sections.
Smaller losses in the central part of the streambed as visible on enlargements 1 and 3 or

major losses of between 1 m and 3 m at the sides of the stream banks (cf. enlargments 1-4).
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The only bigger sections with a bigger win of material are in the area of the confluence -
here more than 1m (cf. enlargement 2)—and before the stream becomes narrower again

(cf. enlargement 4). Here between 0.5m and 1m got deposited (cf. figure 15).

Taking a look at the changes between 2009 and 2018 figure 16 shows that the major
changes occur in the upper four sections of the study object with smaller changes being
present in section V. Here losses range up to 0.95m and wins up to 1.39m. The major
changes can be separated into areas where there is mainly a deposit of material (cf.
sections I and III) and areas where there is a loss (cf. sections II and IV). The biggest win
of material occurs in the section of the confluence and further downstream (cf. section
IIT). Here magnitudes of between 0.08 m and up to 4.26m are reached. The losses are
less severe and reach up to a maximum of 2.29 m. Erosion in the magnitude of more than
0.95m can be observed mainly at the edges of the streambed (between enlargements 2 and
3, enlargement 3). Next to the elevation change the masked out stream is recognizable in
all enlargements (cf. figure 16). In numbers there is a total net change of 13361.15m3.
Section IIT has the biggest positive contribution with a deposition of 14 740.52 m?, sections
I1-1V all contribute with erosion of between 900 m? and 1550 m? (cf. table 11).

Table 11: Volumetric changes [m?] between 2009 and 2018 for the single sec-
tions and in total(own calculations)
Section I II I1I IV \Y% Total
Erosion -615.26 | -935.78 | -1067.82 | -1533.21 | -319.24 | -4471.31
Deposition | 1792.69 | 509.41 | 14 740.52 534.35 | 255.49 | 17832.46
Net change | 1177.43 | -426.37 | 13672.70 | -998.86 | -63.75 | 13361.15

Compared to the period before (2003—2009) the changes between 2009 and 2018 are
ubiquitous and more distinct (cf. figures 15 and 16). Whereas for 2003 -2009 in three
sections a deposition smaller 30 m® can be noticed, in the period 2009 —2018 the lowest
value is around 250 m3. In the first period there is constant net loss for all sections of at
least 750 m?, while in the second period sections with net win and lose alternate with one
another until section V, where almost no net change can be observed (cf. tables 10 and
11). Furthermore, in the second period changes in the lower part of the stream were more
recognizable and prominent (cf. figures 15 and 16). This differences can also be seen in
the numbers. For 20032009 there is a net loss of around 7000m?3 and for 2009 2018
a win of more than 13000m? (cf. tables 10 and 11). Converted to an annually value a
net change of around -1225m?yr? for the period 20032009 and around 1485m3 yr
for the period 2009 - 2018 is reached. Transferred to the area this means a net change of
-0.022m3m2yr! for 20032009 and +0.027 m3m=2yr! for 2009 - 2018.
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Figure 15: DoD 2009-2003 (top) and four enlarged extracts (bottom), 2 m resolution (own
depiction, data basis: own calculations, river bank 2003/2009)
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Figure 16: DoD 2018-2009 (top) and four enlarged extracts (bottom), 1 m resolution (own
depiction, data basis: own calculations, river bank 2009/2018)
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4 Discussion

4.1 Pix4Dmapper versus PhotoScan

4.1.1 Software properties and settings

Comparing the software properties and settings of both programmes the analysis showed
that both have its advantages and disadvantages. The more detailed user manual in
Pix4Dmapper can be seen as an advantage for easily finding the best sofware settings.
Because it is not possible to test all different options due to time and technical limita-
tions, it is very helpful to be able to draw on the experience and recommendation of
the developers. When comparing the automation of the workflow it has to be mentioned
that PhotoScan does offer the possibility of automating the whole process via a batch
processing feature (cf. Chapter 7. Automation in Agisoft (2018)) but it is not the default
way and more complex to implement than in Pix4Dmapper. Because in the end only one

model was created with PhotoScan, the batch process was not further investigated.

Even though Pix4Dmapper offers an automatic point cloud classification, which saves a lot
of time compared to finding the best parameters in PhotoScan, the automatic classification
shows its downside in falsely classifying points. That also the Pix4D developers still
see room for improvement is documented by the fact that the point cloud classification
feature will be revised. In the future it will be possible for users to create their own
training data for the point cloud classification algorithm and to choose between different
classifiers (e.g. outside/inside study object) (Becker et al., 2017). Comparing the time
needed for the point cloud classification in Pix4Dmapper, including the time needed for
the post correction, with the time needed to find the best parameters in PhotoScan the
automatic classification is still less time consuming. That an automatic classification is
the future despite its problems becomes apparent when looking at PhotoScan’s latest
major software update. Since the update on the 31.12.2018 to version 1.5.0 an automatic

multi-class point cloud classification coupled with a machine learning algorithm has been
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implemented (Agisoft, n.y.). It will replace the currently time consuming trial and error

process of finding the right parameters.

The theoretically reasonable approach of Pix4Dmapper to weight GCPs marked on a
higher zoom level more causes doubts in practice. This is the case not only because
the only mentioning of this non-suppressible behaviour is a clause in one of the Pix4D
Academy videos (Pix4D, 2019a) but also as in practice sometimes an overexposed, blurry
and unsure GCP can be better marked on a high zoom level. In the end it is not verifiable

if the model quality was improved thanks to the GCP weighting or not.

That PhotoScan can export the DTM in GSD resolution is an advantage over Pix4Dmapper.
Still it is important to keep in mind that when dealing with such high resolutions as in
this work, where the GSD is smaller than the RMSE of the GCPs and the RMSE of
the model quality, the DTM resolution suggests an accuracy that can not be met by the
model because the input data does not allow for it. Thus, although it is technical possible
to gather high resolution topography data, it is in the light of the research question not
always advisable (Bangen et al., 2014). In addition higher resolution models are more
complicated to handle and need more processing and storage space. Nevertheless, the
export in a higher resolution is superior over a lower because the method can be con-
trolled when the downsampling is taking place outside Pix4Dmapper or PhotoScan. That
the downsampling method can have a significant effect on the final DTM is shown for
example by Becek (2007), who compared the decimation downsampling method with the

averaging downsampling method.

4.1.2 Processing time

When comparing the processing times it is important to keep in mind that both pro-
grammes execute the same tasks but group them differently. Thus not for all single tasks
processing times are given in the processing reports and not all can be compared directly.
Next to the different design of the programmes one explanation for this might be found
in the automation. The automation can be both time-saver and -waster. Time-saver
because the next task will always be conducted no matter if the user is present to start
it or not, time-waster if, as in this work, the process hangs up and all previous steps of
the workflow have to be executed again once the bug is noticed. The in total almost
three times longer processing time in PhotoScan can be deceptive, because: for the initial
processing in Pix4Dmapper no times are given and could not be included in table 3; the
software version of PhotoScan that was available was released more than 2 years earlier

than the one for Pix4Dmapper (cf. 2.3.1 Pix4dDmapper and PhotoScan); the dense point
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cloud could be processed on a higher image scale, which is more time consuming (Agisoft,
2018). That despite the two different image scales a comparison of both model results
is still valid can be justified by the fact that for Pix4dDmapper the developers state the
full scale option, a usually not significantly better result (Pix4D, 2019b). With the latest
major update at the end of December 2018 PhotoScan was able to cut the processing
time until after the dense point cloud in half for a dataset similar to the one used in this
work (Agisoft, n.y.). Overall one can say that if all settings are known, no matter if taken
from the manuals or from own exploration on a smaller dataset, a study area of the size
of this work can be conducted for both programmes in each two to three days. In this
time included are tasks not timewise mentioned in the processing report, for example the
identification of the GCPs, which depends on the amount of GCPs taken and the overlap

of the pictures.

4.1.3 Model quality

Taking first only a look at the magnitude of the georeferencing error itself, regardless
of the scenario and the programme, the RMSE and MAE are for all directions (X, Y
and Z) below 0.08 m. These low values in the range of the GCP accuracy are proof that
both programmes managed to correctly georeference the model independently from the
amount of GCPs used for georeferencing (James and Robson, 2012). For Pix4Dmapper
the difference between the 11 GCP scenario and the 42 GCP scenario is maximum 2cm
in one direction and thus below the GPS accuracy. Therefore, no negative effect could be
noticed here when using more than the 5—-10 GCPs recommended by Pix4D were used
(Pix4D, 2017).

On a closer look the values of all four scenarios are in the range of similar works. Smith
et al. (2014) come to MAEs of 0.04m, 0.07m and 0.05m (X, Y and Z direction) and
RMSEs of 0.05m, 0.08m and 0.05m (X, Y, Z directions) using PhotoScan and 6 GCPs
taken with a Differential Global Positioning System (DGPS) in a dry river bed environ-
ment. Dietrich (2016), who likewise used PhotoScan and 66 GCPs taken with a GPS in a
riverscape, comes to lower RMSEs of 0.01m, 0.02m and 0.02m (X, Y and Z directions).

Despite the three given examples from literature, where the georeferencing error is re-
ported, this is not always done. Therefore, for Pix4Dmapper no corresponding values
for stream/river environments could be found. One explanation for the omission of the
georeferencing error could be that SIM-MVS was only the method used and the closer
investigation of the used programmes was not the main objective in these works. Still

it is advisable to report those errors, not only because it is easy to implement, since for
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Pix4Dmapper the georeferencing RMSE and for PhotoScan the mean error ME are given
in the processing report, but also because the best model is little meaningful if it is er-
roneously transferred to reality. That depending on the programme big errors can occur
show for example Fonstad et al. (2013), who use the open-source programme JAG3D and
come to georeferencing RMSEs of 0.44m, 0.46m and 0.19m (X, Y and Z directions) for
10 GCPs in a bedrook channel floodplain.

Considering the validation of the model the results are in line with other works that
recommend to use more GCPs for the georeferencing to obtain better results (cf. Agiiera-
Vega et al., 2017; Martinez-Carricondo et al., 2018). For the best result —the all scenario—
the errors agree very well with the rule of thumb given by Ruzgiené et al. (2015) that the
error in X and Y directions is in order of twice the GSD and in Z direction in order of

three times.

Compared to similar study areas the values reached in this work for Pix4Dmapper and
PhotoScan of 0.4m for the RMSE, and 0.03m MAE, are 3 times (Smith et al., 2014),
respectively five times (Javernick et al., 2014) lower. Javernick et al. (2014) come to
a RMSE, of 0.23m and an MAE, of 0.16 m using 30 uniformly separated GCPs for
georeferencing in a 1.6 km long braided river segment. Smith et al. (2014) reach 0.14m
for the RMSE, and 0.09 m for the MAE,. An explanation for the higher values compared
to this work could be that Javernick et al. (2014) included the water area, which is difficult
to access and Smith et al. (2014) only used six GCPs for the georeferencing. Compared
to the results of this work with 11 GCPs Javernick et al. (2014) come to lower and thus

better accuracies.

In recent years increasingly more studies have realized the importance of the distribution
and amount of GCPs for the error control in SEM-MVS (cf. Agiiera-Vega et al., 2017,
Martinez-Carricondo et al., 2018; Tahar, 2013). Still at the moment to the authors best
knowledge there are non that do so in a river or stream environment. The work with a
study area closest to the one here used is Tahar (2013), who investigated a 152 ha big
protracted rectangle with an altitude difference of 60m. He comes to errors of 0.3 m—
0.4m (X, Y directions) and around 0.8 m (Z direction) for all scenarios from four up to
nine GCPs tested. With that the error in the Z direction is similar to the one in this
work achieved by PhotoScan for the quarter tmb scenario with 11 GCPs. Comparing
this work’s X and Y errors of the quarter tmb scenario to Tahar (2013) they are for both
programmes in the order of 10s of centimetres lower and in Pix4Dmapper also the Z error
is lower (cf. table 6). Following Martinez-Carricondo et al. (2018), who state the same for
Tahar (2013), it can be conclude that the high values are due to the low number of GCPs.

Other works that investigate the amount of GCPs come to the conclusion that 15 are as
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good as 20 with X and Y errors of around 0.03m and Z errors of around 0.05 m (Agiiera-
Vega et al., 2017). With that they are slightly better but in the range of the two 21 GCP
scenarios from this work. For 10 GCPs Agiiera-Vega et al. (2017) come to low errors in
X and Y direction of 0.03m and a good Z error of 0.07 m, thus having better results than
the GCP 11 scenario. Because Agiiera-Vega et al. (2017) used PhotoScan as well, and
because the better results can not be explained with the software, one explanation could
be the square shape of the research area, which might be easier to correctly georeference

and model.

Martinez-Carricondo et al. (2018) tested five different distributions and 12 combinations
of GCPs ranging from four to a maximum of 36. Even though results might be not
completely comparable because of their square and twice as big study area with 17.64 ha,
there are similarities to this work. Martinez-Carricondo et al. (2018) conclude that the
best results are obtained if the GCPs are placed on the edges and inside the study area.
Because of the long and narrow study object in this work the inside is at the same time
also the edge of the width. Therefore, only the all scenario with 42 GCPs has GCPs
on the edges and inside the study object. For both programmes the all scenario is the
best and gives similar values as Martinez-Carricondo et al. (2018), who reached 0.05m in

horizontal and vertical accuracy.

The comparison to similar studies showed that the values achieved in this work are plau-
sible and a higher amount of GCPs distributed at the edges and inside the study area
give the best results. The difference between both programmes are really small and it
can be said that the amount and distribution has a bigger influence in the order of 10s
of centimetres. Still it is not always easy to compare one’s own findings with literature,
since the given frame (study area, GCP distribution, software etc.) is never exactly the
same, not to mention the processing options that are never explicitly described. Some

discrepancy between works might be explained due to that fact.

4.1.4 Software pricing

Comparing the pricing of both software programmes, PhotoScan has a rather cheap offer
with its standard edition, which is deemed not useful for this and most other works because
neither a DTM nor an orthofoto export is possible (Agisoft LLC, 2019). Compared to
other commercial software the advantage of both programmes is that the professional
edition includes a lifetime licence. Other commercial providers such as Autodesk with
Recap Pro charge a yearly amount of around 400€ (Autodesk GmbH, 2019). On the

other hand a price of over 3000€ for a lifetime licence is not cheap. Therefore, before
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purchasing a software it is always important to how long the software will be needed
and which software updates in the different packages are included. PhotoScan is in the
lifetime licence and also with its educational licence cheaper than Pix4Dmapper, which
in combination with the twice as long trial time of 30 days can be seen as two reasons
why PhotoScan is used so often in the geosciences. After all, 30 days are enough time
to process a project if the processing steps are known and an appropriate computer is

available.

4.2 DTMs from aerial photos using SfM-MVS

After the error metrics has reveille good results for both programmes for the all scenario,
the visual validation can confirm that. The good results are closely linked not only to the
amount but also to the quality of the taken GCPs (Lucieer et al., 2014). Therefore, one
reason for the good results can be seen in the high accuracy with which the GCPs could
be gathered. This is not always an easy task due to the complex terrain and often hard
accessibility of study sides in mountain environments (Martinez-Carricondo et al., 2018).
The problem of the method mentioned in many studies not being able to correctly identify
terrain beneath vegetation (cf. Fonstad et al., 2013; Javernick et al., 2016; van Iersel et al.,
2018) could also be observed in the densely vegetated parts above the streambed. Because
these parts were not part of the study object, there was no need for a deeper investigation
here. The few solitary trees within the study object could be well covered via the point
cloud classification. One explanation could be that each tree was covered from all sides
via the aerial photos and thus was well represented via the dense point cloud. One other
point responsible for errors in the DTM is wind and changing lighting conditions (van
lersel et al., 2018). Because the aerial photos were taken on a windless day, wind can be
excluded as a source of error for this work. Changing lighting conditions were present
between the photos due to different daytime and the high trees above the streambed
causing shadows on the streambed. How big the influence of the lighting on the error
is, can not comprehensively be quantified but as the georeferencing error is almost the

magnitude of the validation error (cf. table 8) it can be assumed to be relatively low.

With the example of the PhotoScan DTM with the 2.97 cm resolution it could be seen
that it is possible to create DTMs on a low one-digit centimetre resolution. It is important
to have in mind that this might not always be required or meaningful (Carrivick et al.,
2016). Direct proof for this was the need to downsample the PhotoScan DTM to be
able to compare it to the Pix4dDmapper DTM, which could only be exported in a lower
resolution. The export and displaying of the PhotoScan DTM in this high resolution of
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around the errors in X, Y and Z directions can be justified with the goal of testing the
limits of both programmes. In addition, when dealing with a small study object of a
few ha because in this work even a fine resolution of 2.97m takes a reasonable amount
of memory space (around 1 GB) and is fast downsampled (in Saga less than 1 minute).
The advantages of downsampling the model in-house are the control of the downsampling

method and being able to choose the required resolution and extend.

For further use of the model in the future and when comparing it to a new acquisition of
the study area a resolution above the error threshold deems however useful. In any case
attention has to be paid to the error of the model, which needs to be considered when

choosing the resolution of the DTM export and when interpreting the results.

Taking a look at the added time of the data acquisition and processing, it can be said
that the method is capable of producing high resolution DTMs within days, thus making

short repetitions e.g. between major events achievable.

The DoD between PhotoScan and Pix4dDmapper revealed that although both works have
similar low error metrics for the all scenario, the final DTMs differ in heights. Those
differences can be grouped into two categories: One where Pix4Dmapper produced higher
elevations than PhotoScan and vice versa. The part where PixDmapper has higher ele-
vation values than PhotoScan is mostly within the stream. The differences here between
both programmes confirm the findings of other works that the water cannot be reliably
be reconstructed (Cook, 2017; Gémez-Gutiérrez et al., 2014; Javernick et al., 2016), con-
sequently this reinforces the decision to leave out the stream part in the change detection

analysis.

Outside the stream mainly PhotoScan produced higher values than Pix4Dmapper. The
differences can be grouped in coherent patches and many small scattered points. As the
coherent patches are linked to spares vegetation on the ground it can be concluded that
at least the point cloud classification of one programme had problems with correctly iden-
tifying and removing all vegetation. Since there were no GCPs taken in those vegetated
side parts of the stream bed it can not be said which or if both of the point cloud classifi-
cations had problems here. Since it is more likely that the elevation in those section has
been overestimated because parts of trees were falsely classified as ground point, it can be
assumed that the Pix4dDmapper DTM is closer to reality in those areas. The differences
that are visible in form of scattered points might be explained due to both programmes
using different disclosed algorithms for the identification and matching of keypoints in
the SfM part of the method. For PhotoScan Mali and Kuiry (2018) report an algorithm

similar to the Scale-invariant feature transform (SIFT), for Pix4Dmapper no details are
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revealed by the developers about the implemented algorithms (Pix4D, 2019a). Overall
it can be concluded —despite the described differences—that in most parts of the study
object Pix4dDmapper and PhotoScan came within the DT to the same results. In the parts
with differences those were either in the excluded par of the stream and as the histogram

revealed overall of rather low magnitude.

4.3 Change analysis 2003 -2018

In general it is important to mention that with the two DoDs only changes from 2003 to
2009 and from 2009 to 2018 can be quantified. Changes that occurred in between cannot
be accounted for since they might have been overlaid by later changes. To minimize
those compensating effects, higher sample intervals would be necessary (Williams, 2012).
According to Rascher and Sass (2017), the best survey interval is in the order of the time
between two major relocation events. Because the time interval for relocation events in
remote mountain environments is hard to access (Harb et al., 2013), at least a new data
acquisition after each major event can be recommend (Rascher and Sass, 2017). This
means that the Ova dal Fuorn in this section is for the moment well captured because
the last major event was in 2017 (ENPK, 2017). Accordingly, it can be assumed that the
2017 event accounts for the biggest changes in the period 2009 —2018. How high these are

precisely, however, can not be exactly quantified.

For the 20032009 DoD some changes—mainly erosion—can be observed but for the
major part of the study object no conclusion can be drawn because the changes here are
within the DT of £0.50 m. That such a high DT is not suitable is confirmed by Javernick
et al. (2014), who consider errors of around 0.10m as an adequate size for a change
detection. In addition to the high DT the course resolution of 2m further restricts a
precise analysis. Despite these two limitations narrow protracted patterns in the changes
could be observed. The most likely explanation for this can be seen in the flow behaviour
of the stream. Taking a look at the volumetric change the deposition of 0m? or almost
0m? for the sections I, IT and V is striking (cf. table 10). Because it is unlikely that there
has been almost no deposition —especially in the confluence section where the Ova da Val
Ftur delivers constantly new material — in six years, it can be assume that a part of the
actual deposition is below the DT and another part was cancelled out by erosion. The
negative net changes for all sections reveal that a great amount of material was rinsed
out of the study object. For more precise statements it would be necessary to research

the sections on a higher interval.
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For 2009—-2018 a point for almost the whole study object can be made because of the
low DT suitable for a change detection analysis (Javernick et al., 2014) and the fine
resolution of 1m. As a consequence the stream structure but also deposition and erosion
in a “lineish* form are clearly visible. The explanation for this form is artefactual and can
be explained by the masked and during the calculation left out stream as well as material
is more likely eroded and deposited on the sides of the stream. Looking at the absolute
numbers (cf. table 11) the huge deposition in section III is remarkable. It can be assumed
that the 2017 flood is responsible for the biggest part. On the one hand the Ova da Val
Ftur brought a lot of material with the flood and when it dammed the Ova dal Fuorn
all material usually transported by the stream could not flow further downstream. The
accumulated material is most likely to be found upstream of the confluence. That all the
material comes solely from the Ova dal Fuorn can be excluded because depositions of
similar magnitude could not be found for the first period. In this section (III) the stream
is still removing all the material that has been deposited here since 2009. In section IV
the stream has the highest net erosion for the period. This shows that during the 2017
event either not a lot of material reached so far down or that most of it has already
been eroded. Because the Ova da Val Ftur dammed the Ova dal Fuorn the theory that
not a lot of material was deposited here seems more likely. Compared to section -1V
the stream has to flow faster in section V due to it’s narrow streambed. Consequently
the channel has to be deeper, more pronounced, less meandering and less shifting. The
high flow rate and the clear channel structure can be seen as an explanation for the low

deposition and erosion values in this section.

Because each study has its own sampling interval and each side its distinct characteris-
tic concerning the size, the relief, the geology and climate, a comparison of the absolute
numbers is difficult (Rascher and Sass, 2017). Nevertheless, by comparing cubic metre
per square metre per year at least the difference in size between study areas and the
different sampling interval are taken into account. Therefore, this can help to check the
values for credibility and allows for a rough placement. The results of this work with
-0.022m3m2yr! for 20032009 and 0.027m®m2yr! for 20092018 are in the same
magnitude of other studies. Blasone et al. (2014), who investigated three sections of a
small alpine mountain stream via DoDs out of terrestrial laser scanning DEMs found a few
times higher values than this work for 20032009 of -0.11 m?* m2 yr!, -0.14 m®* m2 yr! and
-0.23m3>m? yrt. The 20092018 value can be ranged between Lane et al. (2003), who
come to a net change of 0.013m*m2yr?! for a 1km wide and 3.3km long braided river
section using DEMs out of digital photogrammetry, laser altimetry and image process-

ing, and between Rascher and Sass (2017), who calculate 0.044 m3m2yr! for tributary
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trenches of an alpine river using multi-temporal terrestrial laser scanning.

The small deviation from other works can be explained with the study —and study sides
specifics —already mentioned at the beginning. Rascher and Sass (2017) for example found
that the net change is two times higher for a two-year period when adding the results of
all surveys over the two years (four) compared to only taking the first and last. The DoD
technique used here has therefore to be seen as lower limit for the changes (Williams, 2012)
and small changes due to errors in the DEMs are not quantifiable (Brasington et al., 2003).
To further improve the results the DT approach could be replaced by a more complex
one even though the DT approach is widely used (Williams, 2012). Wheaton et al. (2009)
suggest the use of a spatially variable model of elevation uncertainty based on a flexible
and robust fuzzy inference system. Using that they were also able to capture low but

meaningful changes and were successfully able to distinguish them from noise.
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5 Conclusion

5.1 Implications

In this work SfM-MVS was used in two different programmes namely PhotoScan and
Pix4Dmapper to create high resolution DTMs. During that process different settings of
GCPs consisting of three different amounts (42, 21 (2x), 11) in three different distribu-
tions (full, tmb (2x), half) were compared for the first time in a longish research object.
Comparing these two commercial software programmes was a new approach and had not

been done so far.

The evaluation of the software properties and settings showed that both programmes have
their strengths and weaknesses. PhotoScan for example has a good export of the GCP
error but provides a simpler documentation. Pix4Dmapper has a very good documen-
tation but enables the DTM export only in resolution of five times the GSD. Timewise
Pix4Dmapper was superior over PhotoScan and enabled a faster processing in the com-
pared versions. In terms of accuracy both managed to correctly georeference the model in
all four GCP scenarios with PhotoScan being slightly inaccurate in the half tmb scenario
with 21 GCPs. The validation showed that both programmes delivered good results for
the all scenario, decent for the half uniform and the half tmb but weak for the quarter
tmb. Pix4Dmapper had in two of the four scenarios marginally better results (all, half uni-
form) and in the quarter tmb clearly better results. The direct comparison of both DTMs
via a DoD showed that, despite the good error metrics for both programmes, there were
differences in the constructed DTMs. As those could be mainly linked to the vegetated
parts, close attention needs to be paid to the point cloud classification. Comparing the
price showed that Pix4Dmapper is more expensive than PhotoScan and that especially

the educational version of PhotoScan is for researcher more attractive than Pix4Dmapper.

Taking all the investigated points into account, it can be concluded that neither software
is clearly superior over the other and that both have their specific peculiarities. For users
that require an automatic workflow that is easy to implement or only have the possibility

of including few GCPs Pix4Dmapper can be recommended, for price sensitive users in the

45



educational /research field PhotoScan is the better option. Therefore, the first hypothesis,
that PhotoScan is superior over Pix4dDmapper, can not be confirmed. Nevertheless, this
work can be seen as a help to find the best option for the individual user when having to

decide between those two commercial software programmes.

In general, comparing software in the highly active field of StM-MVS is quite challenging
because of the regular improvements and updates. Even if the two latest versions of the
programmes would have been available at the beginning of this study —which was unfor-
tunately not possible due to financial restrictions —the comparison would have already
been outdated because in the meantime PhotoScan released a major update. Because
the update is having an automated point cloud classification implemented, shorter local
processing times and a cloud processing for extensive projects, further research will have
to evaluate how the new possibilities will be accepted and applied by the software users.
The comparison of the different GCPs scenarios showed that the scenario with the most
GCPs spread equally over the whole study object delivered the best results. Following
hypothesis 1, that a longish research object behaves in an analogue way to a squared

considering different amounts and distributions of GCPs, can be confirmed.

In a second part of this work DoDs were deployed to come to a change analysis of the study
object in the research period of 2003 —-2018. After a major rainfall event in 2017 the area
changed significantly but had not been quantitatively researched so far. With the help of
the DoDs it could be shown that the changes between 2009 —2018 were more prominent
than in the period before (2003 —2009) and the biggest change can most likely be linked to
the 2017 event. It could further be shown that the temporal and spatial resolutions as well
as the magnitude of the error are limiting factors for the accuracy of the interpretation.
Preferable options are here: acquisitions after each major event, 1 m spatial resolution or
less and an error of around 0.10m or lower. For the change analysis the DTM created
from SfM-MVS proved to be more than sufficient. It had to be downsampled to be
compared with the coarse LiDAR ones. SIM-MVS DTMs can therefore be a great help
when investigating river/stream topography changes. Consequently hypothesis 3, that
the 2017 event had a major impact on the channel topography and that changes during
the second period were more severe than during the first, can be confirmed. Hypothesis
4, SIM-MVS DTMs are sufficient for change analysis, can be accepted.
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5.2 Prospective

With Pix4Dmapper and PhotoScan this work was limited to two available commercial pro-
grammes. As these are not the only ones available (cf. PhotoModeler used by Micheletti
et al. (2015) or Autodesk ReCap) a comprehensive study deems useful including the latest
version of PhotoScan. Considering the price of each single programme, this is however
not an inexpensive task. The error metrics for the validation used in this study and de-
scribed in detail provide a good basis for future work and it is to be hoped that others
will follow the in this work presented approach and include a sufficient description of the
used metrics. Thus the validation of upcoming studies will become more comprehensible
for everyone. Nevertheless, this work does not claim to be complete and more metrics
such as the Mean Absolute Deviation (MAD) or Mean Error (ME) could be included (cf.
Mali and Kuiry, 2018).

This work has done a first step in the investigation of the optimal amount and distribution
of GCPs for SfIM-MVS in a longish research object, but for a better assessment more
variations in distribution and number of GCPs should be tested. A good example of a
squared research area that could be applied to a longish can be found in Agiiera-Vega et al.
(2017). Implementing more repetitions of one number of GCP would have the advantage

to also be able to calculate the mean deviation.

For the change analysis it will be possible to gain a detailed understanding of erosion and
deposition patterns in a clearly higher resolution once a second acquisition of the area has
been done. Since the method of the DT for the error assessment used here is a generous
approach, for the new acquisition a more sophisticated one, like the one mentioned by
Wheaton et al. (2009), is recommended.

Finally it can be said that for the future it is wise to focus on one of the 3 described areas
(software, GCPs or change detection) to come to a deeper understanding not achievable
by this kind of initial work.
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All data used in this work was kindly provided by the SNP. The results of the calculations
are stored by the SNP and can be looked at upon request.
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Appendix

Digital appendix

Folder structure on the enclosed DVD (official University Tiibingen

versions)

01 Thesis PDF

02 Latex-Files

03__R-work (GCP__error_import and Scripts)
04 DTMs

05 Orthofotos

06_ DoDs

07__Processing reports

For the SNP and the Research Committee of Swiss National Park

versions

All data including a short description is stored on the sever of the SNP.

Processing reports

o Pix4Dmapper for the all scenario

e PhotoScan for the all scenario
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Quality Report

Generated with Pix4Dmapper version 4.3.31

(D Important: Click on the different icons for:

@ Help to analyze the results in the Quality Report

o Additional information about the sections

@ Click here for additional tips to analyze the Quality Report

Summary i ]
Project 20180816_ovaDalFuorn_GCPs_set
Processed 2019-02-07 12:10:39
Camera Model Name(s) NEX-7_16.0_6000x4000 (RGB)
Average Ground Sampling Distance (GSD) 1.53cm/0.60in
Area Covered 0.233 km?2/23.3375 ha /0.09 sq. mi. / 57.6982 acres
Quality Check i ]
@ Images median of 80802 keypoints perimage o
@ Dataset 636 out of 636 images calibrated (100%), all images enabled (]
@ Camera Optimization 0.99% relative difference between initial and optimized internal camera parameters o
@) Matching median of 19755.8 matches per calibrated image (]
@) Georeferencing yes, 42 GCPs (42 3D), mean RMS error = 0.026 m (]
@ Preview i ]

Figure 1: Orthomosaic and the corresponding sparse Digital Surface Model (DSM) before densification.

Calibration Details 0

Number of Calibrated Images 636 out of 636
Number of Geolocated Images 636 out of 636



@ Initial Image Positions i ]

Figure 2: Top view of the initial image position. The green line follows the position of the images in time starting from the large blue dot.

@ Computed Image/GCPs/Manual Tie Points Positions i ]

1 ”\\|\"\||\\‘|\'\'\'|‘\"\|'\|“\\||Wmm||\‘ |\|\"mj"_'\ﬂm il
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e
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Uncertainty ellipses 100x magnified

Figure 3: Offset between initial (blue dots) and computed (green dots) image positions as well as the offset between the GCPs initial positions (blue crosses) and
their computed positions (green crosses) in the top-view (XY plane), front-view (XZ plane), and side-view (YZ plane). Dark green ellipses indicate the absolute
position uncertainty of the bundle block adjustment result.

@ Absolute camera position and orientation uncertainties i ]




Mean
Sigma

@ Overlap

Bundle Block Adjustment Details

Yim]
0.011
0.002

Z[m]
0.010
0.001

Omega [degree]

0.009
0.002

Phi [degree]

Number of overlapping images:

1 2 3

5+

Figure 4: Number of overlapping images computed for each pixel of the orthomosaic.
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).

Kappa [degree]
0.003
0.001

Number of 2D Keypoint Obsenvations for Bundle Block Adjustment

Number of 3D Points for Bundle Block Adjustment

Mean Reprojection Error [pixels]

@ Internal Camera Parameters

8 NEX-7_16.0_6000x4000 (RGB). Sensor Dimensions: 36.000 [mm] x 24.000 [mm]

EXIF ID: NEX-7_E16mmF2.8_16.0_6000x4000

Initial Values

Optimized Values

Uncertainties (Sigma)

Focal
Length

4051.370 [pixel]
24.308 [mm]

4091.734 [pixel]
24.550 [mm]

0.566 [pixel]
0.003 [mm]

Principal

Point x
3000.000 [pixel]
18.000 [mm]
2981.542 [pixel]
17.889 [mm]

0.093 [pixel]
0.001 [mm]

Principal
Pointy
2000.000 [pixel]
12.000 [mm]

1980.504 [pixel]
11.883 [mm]

0.147 [pixel]
0.001 [mm]

R1

0.000

-0.005

0.000

0.000

0.007

0.000

R3

0.000

-0.004

0.000

12666875

3862149

0.164
™ T2
0.000  0.000
0.000  0.001
0.000  0.000
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@ 2D Keypoints Table

Median
Mn
Max
Mean

The correlation between camera internal parameters
determined by the bundle adjustment. White indicates a full
correlation between the parameters, ie. any change in one can
be fully compensated by the other. Black indicates that the
parameter is completelyindependent, and is not affected by
other parameters.

T2

The number of Automatic Tie Points (ATPs) per pixel, averaged over all images of the camera model,
is color coded between black and white. White indicates that, on average, more than 16 ATPs have
been extracted at the pixel location. Black indicates that, on average, 0 ATPs have been extracted at
the pixel location. Click on the image to the see the average direction and magnitude of the re-
projection error for each pixel. Note that the vectors are scaled for better visualization. The scale bar
indicates the magnitude of 1 pixel error.

Number of 2D Keypoints per Image

80802
54726
90795
80340

@ 3D Points from 2D Keypoint Matches

In 2 Images
In 3 Images
In 4 Images
In 5 Images
In 6 Images
In 7 Images
In 8 Images
In 9 Images
In 10 Images
In 11 Images
In 12 Images
In 13 Images
In 14 Images
In 15 Images
In 16 Images
In 17 Images
In 18 Images
In 19 Images
In 20 Images
In 21 Images
In 22 Images
In 23 Images

Number of Matched 2D Keypoints per Image
19756

164

32132

19916

Number of 3D Points Observed

2118460
748305
359937
201723
127031
86032
59236
41559
30235
22252
17182
13434
10982
8472
5984
3562
2554
1707
1004
651
441
285



In 24 Images 245

In 25 Images 170
In 26 Images 158
In 27 Images 108
In 28 Images 100
In 29 Images 55
In 30 Images 66
In 31 Images 52
In 32 Images 36
In 33 Images 33
In 34 Images 30
In 35 Images 29
In 36 Images 14
In 37 Images 14
In 38 Images 7
In 39 Images

@ 2o Keypoint Matches i ]

LEroneere

L L R S T T
'I-“,-;mmnmm|mm“r|

R T T ER L

Uncertainty ellipses 100x magnified

25 222 444 666 888 1111 1333 1555 1777 2000

Number of matches

Figure 5: Computed image positions with links between matched images. The darkness of the links indicates the number of matched 2D keypoints between the
images. Bright links indicate weak links and require manual tie points or more images. Dark green ellipses indicate the relative camera position uncertainty of the
bundle block adjustment result.

@ Relative camera position and orientation uncertainties i ]

X[m] Y [m] Z[m] Omega [degree] Phi [degree] Kappa [degree]




Mean 0.026 0.024 0.023 0.025 0.023 0.008
Sigma 0.006 0.009 0.007 0.009 0.008 0.002

Geolocation Details

@ Ground Control Points

GCP Name Accuracy XY/Z [m] Error X[m] Error Y [m] Error Z[m] Projection Error [pixel] Verified/Marked
2(3D) 0.020/0.020 0.024 0.007 -0.009 0.819 16/16
4 (3D) 0.020/0.020 -0.097 -0.249 0.018 0.880 16/16
5(3D) 0.020/0.020 0.031 0.027 0.058 0.846 14/14
6 (3D) 0.020/0.020 0.031 -0.003 0.033 0.779 14/14
8 (3D) 0.020/0.020 -0.007 -0.006 -0.039 0.907 12/12
9a (3D) 0.020/0.020 -0.011 -0.014 0.006 0.761 9/9
11 (3D) 0.020/0.020 -0.009 -0.000 0.026 1.064 13/13
12 (3D) 0.020/0.020 -0.008 0.004 -0.055 1.153 13/13
14 (3D) 0.020/0.020 -0.030 -0.025 -0.018 0.904 15/15
16 (3D) 0.020/0.020 -0.014 0.021 0.010 0.665 16/16
18 (3D) 0.020/0.020 -0.002 -0.010 0.018 0.701 17/17
21(3D) 0.020/0.020 -0.010 -0.005 -0.025 0.749 15/15
23 (3D) 0.020/0.020 0.007 -0.005 0.010 0.619 18/18
24 (3D) 0.020/0.020 -0.000 0.014 -0.009 0.768 17717
26 (3D) 0.020/0.020 -0.005 -0.015 -0.003 0.982 15/15
28 (3D) 0.020/0.020 0.011 -0.013 0.036 1.182 19/19
29 (3D) 0.020/0.020 -0.004 0.007 0.009 0.827 35/35
31(3D) 0.020/0.020 -0.002 -0.001 -0.043 0915 39/39
32 (3D) 0.020/0.020 0.000 0.011 0.015 1.035 17717
33 (3D) 0.020/0.020 -0.004 0.007 0.012 1.068 6/6
36 (3D) 0.020/0.020 0.008 -0.003 0.021 1.278 19/19
38 (3D) 0.020/0.020 0.001 0.011 0.011 0.998 15/15
39 (3D) 0.020/0.020 -0.009 -0.001 -0.017 0.951 12/12
41 (3D) 0.020/0.020 0.007 -0.003 0.011 0.827 15/15
42 (3D) 0.020/0.020 0.002 -0.011 0.001 0.960 16/16
45 (3D) 0.020/0.020 0.004 0.012 -0.024 0.723 18/18
47 (3D) 0.020/0.020 -0.010 0.003 0.015 0.713 21/21
48 (3D) 0.020/0.020 -0.000 -0.017 0.002 0.632 23/23
50 (3D) 0.020/0.020 0.001 0.002 -0.001 0.728 16/16
51 (3D) 0.020/0.020 -0.003 0.005 -0.002 0.726 16/16
52 (3D) 0.020/0.020 -0.001 0.002 -0.003 0.795 15/15
54 (3D) 0.020/0.020 -0.001 -0.004 -0.002 0.814 16/16
55 (3D) 0.020/0.020 0.014 0.007 -0.007 1.008 17717
56 (3D) 0.020/0.020 -0.008 -0.002 0.010 0.708 25/25
58 (3D) 0.020/0.020 0.014 -0.029 0.027 1.109 177117
59 (3D) 0.020/0.020 -0.010 0.027 -0.026 0.946 23/23
60 (3D) 0.020/0.020 -0.017 0.015 0.008 0.989 19/19
62 (3D) 0.020/0.020 0.016 -0.016 0.008 1.052 25/25
63 (3D) 0.020/0.020 0.016 -0.001 -0.028 0.901 21/21
65b (3D) 0.020/0.020 -0.022 0.014 0.007 0.950 20/20
66 (3D) 0.020/0.020 0.003 -0.011 0.006 1477 20/20
35 (3D) 0.020/0.020 -0.002 0.002 -0.012 0.997 20/20
Mean [m] -0.002340 -0.005867 0.001309

Sigma [m] 0.019298 0.039860 0.021723

RMS Error [m] 0.019439 0.040289 0.021762

0 out of 21 check points have been labeled as inaccurate.

Check Point Name Accuracy XY/Z [m] Error X[m] Error Y [m] Error Z[m] Projection Error [pixel] Verified/Marked



3 0.0323 0.0564 0.0216 1.0921 16/16

7 0.0243 0.0285 0.0060 1.0340 13/13
13 0.0106 0.0003 -0.0122 0.9811 14/14
15 -0.0047 -0.0055 0.0577 0.8935 16/16
17 0.0022 0.0111 0.0432 1.3229 16/16
19 -0.0346 0.0227 0.0564 1.0770 20/20
20 -0.0265 0.0095 0.0564 0.8829 19/19
22 -0.0205 0.0061 0.0269 0.9632 15/15
25 -0.0010 0.0046 0.0550 0.8751 171717
27 -0.0146 -0.0030 0.0030 0.8187 20/20
30 -0.0122 0.0019 0.0212 0.8165 28/28
37 0.0139 0.0075 -0.0598 2.3580 24/24
40 -0.0027 -0.0232 -0.0052 1.0527 171717
43 -0.0028 -0.0351 0.0919 0.8803 19/19
44 -0.0112 -0.0051 0.0664 0.9650 171717
46 0.0031 -0.0105 -0.0070 0.7455 18/18
49 0.0001 0.0014 -0.0514 0.9164 24/24
53 0.0094 0.0104 -0.0420 0.6071 14/14
57 -0.0121 -0.0029 -0.0146 0.6546 27127
61 0.0199 -0.0107 -0.0114 1.0249 25/25
64 -0.0150 0.0056 -0.0182 0.9230 21/21
Mean [m] -0.002008 0.003327 0.013520

Sigma [m] 0.016286 0.018014 0.040329

RMS Error [m] 0.016409 0.018318 0.042535

Localisation accuracy per GCP and mean errors in the three coordinate directions. The last column counts the number of calibrated images where the GCP has
been automatically verified vs. manually marked.

@ Absolute Geolocation Variance i ]
Mn Error [m] Max Error [m] Geolocation Error X[%] Geolocation Error Y [%)] Geolocation Error Z [%]
- -15.00 0.00 0.00 0.00
-15.00 -12.00 0.00 0.00 0.00
-12.00 -9.00 0.00 0.00 0.00
-9.00 -6.00 0.00 0.00 0.00
-6.00 -3.00 0.00 0.00 0.00
-3.00 0.00 48.90 48.74 55.35
0.00 3.00 51.10 51.26 44.65
3.00 6.00 0.00 0.00 0.00
6.00 9.00 0.00 0.00 0.00
9.00 12.00 0.00 0.00 0.00
12.00 15.00 0.00 0.00 0.00
15.00 - 0.00 0.00 0.00
Mean [m] -0.947060 -0.341956 100.025881
Sigma [m] 0.734734 1.006859 1.097297
RMS Error [m] 1.198648 1.063343 100.031899

Min Error and Max Error represent geolocation error intervals between -1.5 and 1.5 times the maximum accuracy of all the images. Columns X, Y, Z show the
percentage of images with geolocation errors within the predefined error intervals. The geolocation error is the difference between the initial and computed image
positions. Note that the image geolocation errors do not correspond to the accuracy of the observed 3D points.

Geolocation Bias X Y A
Translation [m] -0.947060 -0.341956 100.025881

Bias between image initial and computed geolocation given in output coordinate system.



@ Relative Geolocation Variance

Relative Geolocation Error

[-1.00, 1.00]

[-2.00,2.00]

[-3.00, 3.00]

Mean of Geolocation Accuracy [m]
Sigma of Geolocation Accuracy [m]

Images X[%] Images Y [%] Images Z[%]
100.00 100.00 100.00
100.00 100.00 100.00
100.00 100.00 100.00
5.000000 5.000000 10.000000
0.000000 0.000000 0.000000

Images X, Y, Z represent the percentage of images with a relative geolocation error in X, Y, Z.

Initial Processing Details i ]
System Information (]
CPU: Intel(R) Core(TM) i7 CPU 980 @ 3.33GHz
Hardware RAM 48GB
GPU: NVIDIA GeForce GTX580 (Driver: 23.21.13.9135)

Operating System Windows 10 Enterprise, 64-bit
Coordinate Systems i ]

Image Coordinate System WGS 84 (EGM 96 Geoid)

Ground Control Point (GCP) Coordinate System CH1903+/LV95 (-47m)

Output Coordinate System CH1903+/LVO5 (-47m)
Processing Options i ]

Detected Template No Template Available

Keypoints Image Scale Full, Image Scale: 1

Advanced: Matching Image Pairs Perial Grid or Corridor

Advanced: Matching Strategy Use Geometrically Verified Matching: no

Advanced: Keypoint Extraction Targeted Number of Keypoints: Automatic

Calibration Method: Standard
o (A oretd Internal Parameters Optimization: All
AEITEESHCE Tt External Parameters Optimization: All
Rematch: Auto, no

Point Cloud Densification details i
Processing Options i ]

Image Scale multiscale, 1/2 (Halfimage size, Default)

Point Density Optimal

Mnimum Number of Matches 3

3D Textured Mesh Generation yes

3D Textured Mesh Settings: Resolution: l\_/bd.ium Resolution (default)

Color Balancing: no
LOD Generated: no

Advanced: 3D Textured Mesh Settings
Advanced: Image Groups

Advanced: Use Processing Area
Advanced: Use Annotations

Time for Point Cloud Densification

Sample Density Divider: 1
group1

yes

yes

02h:43m:03s



Time for Point Cloud Classification
Time for 3D Textured Mesh Generation

Results

Number of Generated Tiles
Number of 3D Densified Points

Average Density (per m3)

15m:03s
20m:50s

3
93606940
689.41

DSM, Orthomosaic and Index Details

Processing Options

DSMand Orthomosaic Resolution

DSMFilters

Raster DSM

Orthomosaic

Raster DTM

DTMResolution

Time for DSM Generation

Time for Orthomosaic Generation
Time for DTM Generation

Time for Contour Lines Generation
Time for Reflectance Map Generation
Time for Index Map Generation

1 xGSD (1.53 [cm/pixel])

Noise Filtering: yes
Surface Smoothing: yes, Type: Sharp

Generated: yes
Method: Inverse Distance Weighting
Merge Tiles: yes

Generated: yes

Merge Tiles: yes

GeoTIFF Without Transparency: no
Google Maps Tiles and KML: no

Generated: yes
Merge Tiles: yes

5xGSD (1.53 [cm/pixel])
01h:34m:58s
01h:49m:21s
02h:26m:29s

00s

00s

00s
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Survey Data

Fig. 1. Camera locations and image overlap.

Number of images: 640

Flying altitude: 66.9 m
Ground resolution: 1.49 cm/pix
Coverage area: 0.183 km?

Camera stations:

Tie points:

Projections:

Reprojection error:

m>9
=9

= N W b OO N

200 m

636
356,849
2,120,576
0.857 pix

Camera Model

Resolution

Focal Length

Pixel Size

Precalibrated

NEX-7 (16 mm)

6000 x4000

16 mm

4 x4 um

No

Table 1. Cameras.



Camera Calibration

NEX-7 (16 mm)
640 images

Resolution
6000 x 4000

Type:
Cx
Cy:
K1:
K2:
K3:
K4:

Fig. 2. Image residuals for NEX-7 (16 mm).

Focal Length
16 mm

Frame
-22.7474
-16.9993
-0.00636214
0.0109704
-0.00745138
0

Pixel Size
4x4pum

B1:
B2:
P1:
P2:
P3:
P4

Precalibrated
No

4102.65
1.76775
0.0263453
0.000428398
8.59099e-06
0

0




Ground Control Points

@ Control points © Check points 200m
Fig. 3. GCP locations.
Count | X error (cm) | Y error (cm) | Z error (cm) | XY error (cm) | Total (cm) | Image (pix)
42 2.17859 3.95198 2.8771 4.51269 5.35183 | 0.607
Table 2. Control points RMSE.
Count | X error (cm) | Y error (cm) | Z error (cm) | XY error (cm) | Total (cm) | Image (pix)
21 2.00243 3.21551 3.73876 3.78803 5.32236 | 0.635

Table 3. Check points RMSE.




Label | X error (cm) | Y error (cm) | Z error (cm) | Total (cm) | Image (pix)
11 0.630878 -1.96744 -2.84841 3.51885 0.535 (13)
12 -0.515248 | -3.59713 3.89882 5.32969 | 0.613 (13)
14 1.95124 -2.23298 1.59918 3.36911 0.532 (15)
16 0.0284112 -5.91504 -2.18266 6.30496 0.434 (16)
18 0.319196 -0.346873 | -1.40482 14818 0.510 (17)
02 -4.42999 -3.3827 1.50754 5.77409 0.558 (16)
21 0.0675164 | 2.1054 2.83613 3.53283 | 0.398 (14)
23 0.177921 -0.38952 -2.9548 2.98567 | 0.622 (16)
24 0.531751 -2.05784 2.92588 3.61638 | 0.469 (15)
26 0.19467 1.73322 -0.686751 1.87445 0.735(12)
28 -0.953789 | 0.601988 -2.22812 249733 | 0.524 (15)
29 -0.00727354 | -1.61699 -1.05991 1.93342 | 0.548 (35)
31 0.193961 -0.233924 | 3.27055 3.28463 | 0.623 (19)
32 -1.94718 -1.3289 -0.370023 | 2.3863 0.730 (9)
33 2.03427 -1.28986 10.7063 10.9739 0.415 (2)
34 0)

35 0.591646 -1.27504 2.08453 251417 | 0.887 (15)
36 0.459214 0.82479 -0.491302 1.06421 0.919 (18)
38 217406 0.825742 -4.86417 5.39153 0.411 (13)
39 0.913895 1.59709 2.12408 281026 | 0.674 (12)
04 8.11939 21.5499 0.637021 23.0376 | 0.559 (16)
41 -2.21698 1.10354 -1.98316 3.17266 0.832 (14)
42 -1.74426 0.89722 2.35034 3.06129 | 0.614 (16)
45 -0.704213 -1.16121 1.09299 1.74326 0.687 (17)
47 1.88408 -0.596891 | -0.98006 2.20602 | 0.637 (21)
48 0.263838 1.69125 -0.745066 | 1.86683 | 0.466 (23)
05 -4.43067 -7.13787 -4.3063 9.44056 | 0.655 (14)
50 1.08783 0.0285585 | 0.983054 146649 | 0.539 (16)
51 0.662418 0.00659853 | -1.86521 1.97936 | 0.368 (16)
52 -0.557759 | -0.360026 | 1.4301 1.57667 | 0.505 (15)
54 -1.53144 0.598637 -0.338197 | 1.6787 0.637 (16)
55 -2.27044 0.226846 1.77685 2.89198 | 0.499 (17)




Label | X error (cm) | Y error (cm) | Z error (cm) | Total (cm) | Image (pix)
56 2.86408 -0.216483 | -0.827903 | 2.98919 | 0.603 (25)
58 -1.08483 2.82572 -5.04723 5.88524 | 0.658 (16)
59 2.00368 -3.47277 2.58603 4.771 0.559 (22)
06 -3.36207 -1.72164 -2.73438 466309 | 0.617 (13)
60 0.976301 -1.83186 0.0419404 | 2.07621 0.702 (19)
62 -1.70196 1.98122 0.659467 2.69384 | 0.535 (21)
63 -3.78472 0.521484 3.88889 545156 | 0.612(19)
65b | 1.84476 -1.46149 -0.118965 | 2.35654 | 0.804 (20)
66 1.64127 0.78991 -2.66386 3.22705 | 0.593 (16)
08 1.86765 0.905303 4.32984 480158 | 0.576 (12)
09a |0.51907 2.66982 -0.220689 | 2.72875 | 0.464 (9)
Total | 2.17859 3.95198 28771 5.35183 | 0.607
Table 4. Control points.
Label | X error (cm) | Y error (cm) | Z error (cm) | Total (cm) | Image (pix)
13 -2.88101 -5.21084 147119 6.13331 0.623 (14)
15 -0.938576 | -5.44889 -3.61181 6.60428 | 0.570(16)
17 -0.414097 | -3.4452 -5.3187 6.35055 | 0.542 (16)
19 2.52961 -2.15326 -7.15503 7.8886 0.512 (19)
20 1.57799 0.301082 -3.79254 411874 | 0.575(17)
22 1.29653 -1.86157 -2.50278 3.37791 0.466 (15)
25 -1.1361 1.14206 3.40605 3.76779 | 0.464 (16)
27 0.383609 -0.303505 | 0.567793 0.74944 | 0.934 (15)
03 -5.25381 -9.48566 -0.203059 | 10.8453 | 0.585 (16)
30 0.876202 -1.9436 -1.5637 264395 | 0.549 (28)
37 0.735443 -0.974093 | 8.15364 8.24448 | 0.642 (24)
40 0.723734 2.80768 1.68897 3.35551 0.902 (17)
43 1.30393 0.40212 -2.47188 2.82349 | 0.710(19)
44 0.373322 -1.37176 -4.3605 45864 0.730 (17)
46 -1.37719 1.42566 1.49882 248508 | 0.509 (18)
49 1.19832 -0.543565 | 4.66125 4.84341 0.608 (24)
53 -3.32315 0.172378 -0.917771 345186 | 0.477 (14)
57 3.63389 -0.0250547 | -4.8629 6.07072 | 0.883 (27)




Label | X error (cm) | Y error (cm) | Z error (cm) | Total (cm) | Image (pix)
61 -1.0851 1.63184 3.48812 4.00092 | 0.486 (22)
64 -0.748217 | -0.974788 | -2.80096 3.05866 | 0.578 (21)
07 -1.50023 -5.31275 -0.927395 |5.59786 | 0.591 (13)
Total | 2.00243 3.21551 3.73876 5.32236 | 0.635

Table 5. Check points.
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Fig. 4. Reconstructed digital elevation model.

Resolution: 2.97 cm/pix
Point density: 1.13e+03 points/m?



Processing Parameters

General
Cameras
Aligned cameras
Markers
Coordinate system
Point Cloud
Points
RMS reprojection error
Max reprojection error
Mean key point size
Effective overlap
Alignment parameters
Accuracy
Pair preselection
Key point limit
Tie point limit
Constrain features by mask
Adaptive camera model fitting
Matching time
Alignment time
Optimization parameters
Parameters
Optimization time
Depth Maps
Count
Reconstruction parameters
Quality
Filtering mode
Processing time
Dense Point Cloud
Points
Reconstruction parameters
Quality
Depth filtering
Depth maps generation time
Dense cloud generation time
DEM
Size
Coordinate system
Reconstruction parameters
Source data
Interpolation
Processing time
Orthomosaic
Size
Coordinate system
Channels
Blending mode
Reconstruction parameters
Surface
Enable color correction
Processing time
Software
\ersion
Platform

640

636

64

CH1903+/LWO5 (EPSG::2056)

356,849 of 422,322
0.323519 (0.857194 pix)
2.11155 (37.1003 pix)
2.62876 pix

6.43634

Highest

Reference

40,000

4,000

No

Yes

1 hours 39 minutes
7 minutes 2 seconds

f, b1, b2, cx cy, k1-k3, p1, p2
17 seconds

636

High
Mid
11 hours 26 minutes

364,185,725

High

Mid

11 hours 26 minutes
6 hours 22 minutes

74,132 x67,957
CH1903+/L\O5 (EPSG::2056)

Dense cloud
Enabled
57 minutes 4 seconds

110,530 x 85,788

CH1903+ / L\95 (EPSG::2056)
3, uint8

Mosaic

DEM
No
25 minutes 7 seconds

1.2.6 build 2834
Windows 64 bit
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